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a b s t r a c t

We present a C++ package entitled 1D Controlled Source Electromagnetic Method using Quadrature
With Extrapolation (1DCSEMQWE), which computes the electromagnetic field for a one-dimensional
model in geophysics. This package supports the computation for both electric and magnetic dipole
sources. Transmitters and receivers can be placed anywhere in the layered model. The formulation of
the electromagnetic field in the frequency domain avoids using positive exponential terms, leading
to higher accuracy. In particular, we introduce a new computation tool using quadrature with
extrapolation for integral evaluation. Our tool addresses the numerical error occurring in the previous
quadrature rule algorithm and gives users the ability to control the precision of the computed
electromagnetic field.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Motivation and significance

The geophysical electromagnetic method usually considers the
uasi-static approximation of Maxwell’s equations where the dis-
lacement current can be neglected at low frequencies. Because
he electromagnetic (EM) field is sensitive to the change in the
esistivity of subsurface geological settings, this method has var-
ous applications, such as hydrocarbon exploration [1], reservoir
onitoring [2], and geological studies [3].
One-dimensional (1D) simulation is an important step in the

ontrolled source electromagnetic method. The physical behavior
f the method can be examined by using the electromagnetic

∗ Corresponding author.
E-mail address: smlee@snu.ac.kr (Sang-Mook Lee).

(EM) field derived from the 1D simulation [4]. In terms of appli-
cations, the 1D simulation is often used to validate the accuracy
of the higher dimensional computation [5], design practical mea-
surement [6], and quick data interpretation [3]. In particular,
several two- and three-dimensional algorithms utilize the solu-
tion of the 1D problem as the background field, which helps to
reduce the mesh size and the singularity near the position of the
transmitter [7,8].

We propose a C++ software package named 1D Controlled
Source Electromagnetic Method using Quadrature With Extrap-
olation (1DCSEMQWE). Our program supports an accurate nu-
merical computation of the EM field in a 1D model where the
transmitter and receiver can be placed anywhere. The computa-
tions for arbitrarily oriented electric and magnetic dipole sources

are also included. We provide an input file where users can
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hange the model settings, transmitter–receiver geometry, and
he desired precision of the EM field. The model parameters and
he EM field for further analysis are then produced in comma-
eparated values (CSV) files.
Our software computes the EM field based on the vector

otential technique. The electric and magnetic fields in any layer
ith) of a 1D model are expressed as the superposition of those in
M and TE mode as

Ei = ETM
i + ETE

i ,

Hi = HTM
i + HTE

i ,
(1)

in which⎧⎨⎩ ETE
i = −∇ × F TE

i ,

HTE
i = −σiF TE

i +
1

iωµ
∇∇.F TE

i ,
(2)

⎧⎨⎩ETM
i = −iωµATM

i +
1
σi

∇∇.ATM
i ,

HTM
i = ∇ × ATM

i .
(3)

Here, i is the imaginary unit, ω = 2π f is the angular frequency
rad/s), µ is the magnetic permeability (H/m), and σ is the elec-
rical conductivity (S/m). The subscript (.)i denotes the index of
he receiver layer. ATM and F TE represent the vector potentials in
TM and TE mode, respectively.

In literature, this technique is adopted in several algorithms.
For instance, the algorithms in [9–11] express the vector potential
as

ATM
i =

1
4π

∫
∞

−∞

∫
∞

−∞

[
aieui(z−zs) + bie−ui(z−zs)

]
ei(kxx+kyy)dkxdky,

(4)

F TE
i =

1
4π

∫
∞

−∞

∫
∞

−∞

[
cieui(z−zs) + die−ui(z−zs)

]
ei(kxx+kyy)dkxdky,

(5)

where ai, bi, ci, and di are the potential coefficients; z and zs
are the vertical positions of the receiver and the transmitter,
respectively; kx and ky are the spatial wavenumbers in x- and
y-directions;

u2
i = k2x + k2y + iωµσi. (6)

This expression involves the computation of a positive expo-
nential term. When the vertical distance between the transmitter
and receiver is large, the positive exponential usually leads to
numerical instability [12]. Another algorithm [13] addresses this
numerical problem for the electric dipole source by reformulating
the equation without any positive exponential term. This paper
extends the formulation in [13] for arbitrary dipole types. Our
detailed recursive formulation of the vector potential is described
in Appendix.

The formulation of the EM field ends up with an integral
equation, where the EM field is derived by taking the derivative
of the vector potential as

F (x, y, z) =

∫
∞

0
f0 (λ) J0 (λρ) dλ +

∫
∞

0
f1 (λ) J1 (λρ) dλ, (7)

where λ2
= k2x + k2y; J0 and J1 are the Bessel functions of orders

0 and 1, respectively; and F represents either the electric or
the magnetic field. Function f0 (λ) is derived when there is no
derivative with respect to x and y; otherwise, function f1 (λ) is
involved. The integrals in Eq. (7) are often evaluated by the digital

filter method [14,15]. An alternative is to use the quadrature-
with-extrapolation technique (QWE) [16], in which the infinite
integrals by summing over a finite number of partial intervals as

F =

n∑
i=0

Fi (8)

with Fi =

∫ ki+1

ki

f0 (k) J0 (kρ) dk +

∫ ki+1

ki

f1 (k) J1 (kρ) dk. (9)

The quadrature rule is used to calculate each partial integral Fi.
An extrapolation loop is then carried out until the extrapolated
sum of Fi converges [17]. The criterion of the convergence is

|Si − Si−1| ≤ εrSi + εa, (10)

where εr and εa are the relative and absolute tolerances, respec-
tively; Si is the extrapolated result at the ith iteration.

The previous QWE computation [16,18] produces an error
when the vertical transmitter–receiver distance is large. There-
fore, we modify the previous QWE technique to ensure the accu-
racy of the EM field. Our modification is described in Fig. 1.

There exist several software for 1D EM simulation, such as
Dipole1D [13], emmod [19], empymod [18], and MatlabCSEM1D
[11]. The Dipole1D only deals with the electric dipole source; the
MatlabCSEM1D may produce an unstable EM field due to the pos-
itive exponential in the formulation. The empymod, based on the
emmod, supports the computation for both electric and magnetic
dipole sources inside a layered earth model based on the digital
filter method. In terms of programming language, the empymod
is implemented in python. Although C++ has an advantage over
python in high-performance computation, it is rarely used in the
geophysical community. In this paper, we manage to develop our
package in C++. Our program is the first open-source package
that solves the 1D EM problem with all dipole types for arbitrary
transmitter–receiver configuration by the QWE technique under
the GNU license [20]. In the future, the QWE function of our
program can be combined with the previous software for 1D
analysis. The creation of 1DCSEMQWE also aims at coupling with
available open-source libraries, such as Deal.II [21], Fenics [22],
and PETSc [23], for two- and three-dimensional EM simulations.

2. Software description

2.1. Software architecture

1DCSEMQWE utilizes Boost library [24] for Bessel function
evaluation and the Gauss quadrature code from Deal.II library
[21]. We also provide several examples in Python [25] with the
use of Numpy [26], Matplotlib [27], and Pandas [28] libraries for
efficiency. These examples demonstrate how to generate an input
file and produce the data analysis.

Fig. 2 is the computation procedure of our program. The ge-
ometrical and physical parameters are included in an input file.
The program loads the file and then precomputes some variables
including quadrature points, the product of the Bessel function
and weight at those points, and the thickness of each layer before
calculating the EM fields at each receiver. This way of computa-
tion reduces the time cost of the program because those variables
are reusable for all transmitters and frequencies. The 1D forward
problem for each transmitter and frequency is solved in the next
step. Finally, the output block saves the EM responses for the
transmitter–receiver configuration in separate files concerning
the frequencies used in the computation.
2
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Fig. 1. Modification of the implementation of the QWE technique. (size: 120 mm × 85 mm).

Fig. 2. The flow chart of our program. (size: 130 mm × 49 mm).

.2. Software functionalities

1DCSEMQWE currently supports numerical computation in
he SI units with the Cartesian coordinate system. It computes all
omponents of the electromagnetic field in x-, y-, and
-directions for both electric and magnetic dipole sources. The
odel consists of many layers with isotropic resistivity, in which

he transmitter can be arbitrarily oriented. Also, the computations
or various frequencies are carried out simultaneously for a given
ransmitter–receiver configuration.

The functionalities of the 1DCSEMQWE can be subdivided
nto its five main classes. The Prms class stores all the input
arameters and precomputes the quadrature points, weights,
nd Bessel functions which are required by the QWE compu-
ation. The QGauss class implements the Gauss quadrature rule
hich is called by the Prms class for the precomputation. The
ET_CSEM1D_FD_QWE class produces the EM fields at the re-
eivers’ location for a given transmitter at a certain frequency
alue. It first sets up the equations for each transmitter at each
requency and then derives the EM fields by evaluating the
ntegral equation using the QWE technique (see also step 4 of the
olver block in Fig. 2). The output_1D_CSEM_solution class saves
he EM fields computed into an output file. The Run1DCSEM class
arries out the computation procedure shown in Fig. 2 by calling
he functions in the other classes.

3. Illustrative examples

We provide an illustrative example using the canonical model
[29]. This model consists of five horizontal layers. The upper-most
layer is an air medium with the resistivity of 1012 Ohmmeter
underlain by seawater of 0.3 Ohmmeter. Below the seafloor is
a resistive reservoir of 100 Ohmmeter embedded within a more
conductive seafloor layer of 1 Ohmmeter. The layer interfaces are
located at z = 0, 1000, 2000, and 2100 m. The model has been
investigated in the literature for 1D synthetic data analysis [13]
and validation of three-dimensional CSEM simulation [30].

Fig. 3 summarizes the parameters required in the input file
with the comments on how to build the canonical model and
the transmitter–receiver configuration. Users are free to choose
the source type, the position and orientation of the transmitter,
the receiver position, and the frequencies at which the mea-
surement is obtained. In particular, the number of quadrature
points and the tolerances for the numerical computation of the
integral are easily set for precision control. This example used 101
quadrature points and small tolerances to compute the ‘‘truth’’
electromagnetic field [16].

Our program can compute the field at different frequencies for
a given transmitter–receiver configuration. Fig. 4 illustrates the
amplitude (left panels) and phase (right panels) of the electro-

magnetic (EM) field produced from the input file in Fig. 3. The

3



Pham Ngoc Kien and Sang-Mook Lee SoftwareX 19 (2022) 101128

r
r
v
d
b
m
e
f

n
w
p
h
x
c
t
t
t
b
a
v
t
F

f
(
z
r

Fig. 3. An illustrative example of an input file to compute the electromagnetic
field of the canonical model. (size: 90 mm × 115 mm).

ange is the horizontal offset between the transmitter and the
eceiver. In Fig. 4, there was a typical decrease in the amplitude
ersus offset of the field. The phase of the EM field changed
ifferently with two frequencies. In particular, the amplitude of
oth electric and magnetic fields at a frequency of 1 Hz decayed
ore rapidly than those at 0.25 Hz. The reason is that the negative
xponential term is smaller at a higher frequency, leading to a
aster decay of the EM field.

We validated the improvement of our modified QWE tech-
ique by comparing the EM field computed by 1DCSEMQWE
ith the analytic solution [12] and the field produced by the
revious QWE [16]. In this example, we examined a full space,
omogeneous medium with a resistivity of 1 Ohmmeter. An
-oriented electric dipole source was located at the origin. Re-
eivers were located at x = 300 meter, y = 0 meter, and z = 0
o 3000 meter. Fig. 5 illustrates that the field computed by our
echnique was well-agreed with the analytic solution, whereas
he previous QWE technique failed to compute the field at depths
etween 1500 and 3000 m. Our modification converged rapidly
t the first extrapolation iteration to the exact solution at large
ertical distances between transmitter and receivers. In contrast,
he previous technique produced zero at three iterations (see
ig. 1).
Our final example demonstrates the ability of 1DCSEMQWE

or computing the EM field anywhere within a three-dimensional
3D) domain. Here, the canonical was used again with a
-oriented magnetic dipole source. The source was located in the
eservoir layer, at x = 0 meter, y = 0 meter, and z = 2050 m.
The EM field was computed within a mesh that ranged between
−3000 and 3000 meters in x-, y-, and z-directions. The receiver
spacing was 500 m. Fig. 6 showed the real-component vectors of
the magnetic flux density (left) and the electric field (right) at the
receivers’ positions. The horizontal solid lines in Fig. 6c represent
the interfaces between two adjacent layers. In a vertical cross-
section (Fig. 6c), the magnetic flux density behaved differently
in each layer due to the sensitivity of the EM field to resistivity.
Since the vertical magnetic dipole source only produced the field

was parallel to the interfaces and perpendicular to the magnetic
field (see also Fig. 6c). This behavior of the electric field is due to
Faraday’s law. The result in this example proved that our package
could compute the EM field in the subsurface and the air layer.

4. Impact

The applicability for both electric and magnetic dipole sources
is a major functionality of 1DCSEMQWE. In literature, various re-
search has been carried out on the electric dipole for hydrocarbon
exploration, predrill appraisal, and reservoir monitoring [2,4,29].
The typical concept of marine CSEM is to deploy the receivers
on the seafloor to obtain the electromagnetic signal emitted
by a deep-towing electric transmitter [1]. On the other hand,
a crosswell configuration, where both transmitter and receiver
are located inside boreholes, has proved important in reservoir
characterization and fluid monitoring [31,32]. For the latter con-
figuration, it is more convenient to use the magnetic dipole
source. 1DCSEMQWE also supports the computation of EM field
for arbitrarily oriented dipole; hence, it facilitates the practical
survey where directional drilling technology is often used [33].
Furthermore, since the field computed by the integral equation
is considered a semi-analytic solution, our program can be used
to verify the result of other programs using the finite volume
method [34].

Another important application of 1DCSEMQWE is to validate
the 1D CSEM computation using the digital filter technique [16]
and higher-dimensional numerical simulations [5]. The improve-
ment of our modified QWE algorithm (Fig. 5) ensures the accuracy
of the EM field for validation. Also, the ability to produce the
field everywhere in the computation domain (Fig. 6) allows us
to use the output of 1DCSEMQWE as a background response in
higher dimensional simulations [7] by using other open-source
libraries [21–23].

Our experiments presented in this paper are fundamental
for other research fields such as magnetotelluric modeling [35]
and the airborne EM method [7]. For instance, airborne systems
usually use a dipole source because the size of the transmitters is
small. Also, many interpretation procedures for the airborne EM
method are based on 1D electromagnetic simulation [36].

Our program also has pedagogical value. It creates a simple
interaction for the user to change all necessary parameters within
a readable input file. Users can easily modify the parameters
related to the QWE computation for investigating the numerical
error of different numbers of quadrature points and different
tolerances. Figs. 4 and 6 are intuitive examples that help to
understand the behavior of the EM field for electric and magnetic
dipole sources, respectively.

5. Conclusions

We have proposed a new computation tool for one-
dimensional controlled-source electromagnetic (EM) simulation
in the frequency domain using the quadrature-with-extrapolation
(QWE) technique. Our tool addressed the numerical error of
the previous QWE computation. Furthermore, we introduced a
new formulation of the EM field based on the vector potential
technique for all dipole types such that the instability due to
the positive exponential term was avoided. Our algorithm was
validated with the analytic solution in a homogeneous medium.
Several fundamental experiments were also presented.

Our new algorithm has also been used to develop an open-
source package in C++ that produces the electromagnetic field
everywhere. Our package gives an ability to control the accuracy
of the EM field by setting the number of quadrature points and
in TE mode, the electric field in a horizontal section (Fig. 6d) the relative and absolute tolerances. It provides easy interaction

4
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Fig. 4. Example of the electromagnetic field at 0.25 Hz (solid line) and 1 Hz (dashed line) computed from the input file in Fig. 3. (size: 120 mm × 78 mm, 1000
dpi).

Fig. 5. Improvement of our modified QWE computation over the previous
attempt. (size: 90 mm × 44 mm, 1000 dpi).

hrough a readable input file without coding. Because of the fun-
amental nature of our algorithm, this new package has various
pplications and may reach large potential uses.
We will continue the development of this public package by

ixing the bug, including other functionalities, and fulfilling the
ocumentation. We highly appreciate contributions from other
olleagues to our software in the future.
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ppendix. Recursive formulation of EM field

We follow the work of [12] to formulate the equation for both
lectric and magnetic dipole sources, but a different definition

of the vector potential is used to avoid the positive exponential
term. The formulae of the vector potentials for different dipole
sources are given as follows.

x-oriented electric dipole source

We write the equations for the vector potentials in the ith
layer as

ATM
i (x, y, z) =

1
2π

∂

∂x

∫
∞

0

[
aieui(z−zi+1) + bie−ui(z−zi) + δijape−uj|z−zs|

]
× λ.J0 (λρ) dλ, (A.1)

F TE
i (x, y, z) =

1
2π

∂

∂y

∫
∞

0

[
cieui(z−zi+1) + die−ui(z−zi) + δijfpe−uj|z−zs|

]
× λ.J0 (λρ) dλ, (A.2)

with

ap =

⎧⎨⎩
a−

p =
m
2λ2 , ∀z < zs

a+

p = −
m
2λ2 , ∀z ≥ zs

, (A.3)

fp = f −

p = f +

p = −
iωµm
2λ2uj

, (A.4)

δij =

{
1, ∀i = j

0, ∀i ̸= j
, (A.5)

where ai, bi, ci, and di are the potential coefficients; m is the
moment of the dipole source; λ is the integral variable; z and
zs are the vertical positions of the receiver and the transmitter,
respectively. The amplitudes of the direct field in TM and TE
modes, which are emitted from the transmitter, are ap and fp,
respectively. The subscript (.)j represents the index of the layer
containing the transmitter. The superscripts (.)+ and (.)− denote
the down-going and up-going terms, respectively.

z-oriented electric dipole source

This source has only the TM component as

ATM
i (x, y, z) =

1
2π

∫
∞

0

[
aieui(z−zi+1) + bie−ui(z−zi) + δijape−uj|z−zs|

]
× λ.J0 (λρ) dλ (A.6)
5
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Fig. 6. The real (in-phase) component of the magnetic flux density (a) and electric field (b) in a 3D domain for a vertical magnetic dipole source located in the
middle of the reservoir layer of the canonical model. (c) is a vertical section illustrating the magnetic flux density at y = 0 km on which the transmitter resides;
d) is a horizontal section describing the electric field on the seafloor at z = 1 km. (size: 120 mm × 120 mm, 1000 dpi).

ith ap = a−

p = a+

p =
m
2uj

. (A.7)

-oriented magnetic dipole source

The integral equations for TM and TE vector potentials can be
ewritten as

TM
i (x, y, z) =

1
2π

∂

∂y

∫
∞

0

[
aieui(z−zi+1) + bie−ui(z−zi) + δijape−uj|z−zs|

]
× λ.J0 (λρ) dλ, (A.8)

TE
i (x, y, z) =

1
2π

∂

∂x

∫
∞

0

[
cieui(z−zi+1) + die−ui(z−zi) + δijfpe−uj|z−zs|

]
× λ.J0 (λρ) dλ, (A.9)

where

ap = a−

p = a+

p =
iωµσjm
2λ2uj

, (A.10)

p =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
f −

p =
iωµm
2λ2 : z < zs

f +

p = −
iωµm
2λ2 : z ≥ zs

. (A.11)

-oriented magnetic dipole source

This source has only the TE component as

TE
i (x, y, z) =

1
2π

∫
∞

0

[
cieui(z−zi+1) + die−ui(z−zi) + δijfpe−uj|z−zs|

]

with fp = f −

p = f +

p =
iωµm
2uj

. (A.13)

Computation of potential coefficients

In the transmitter layer, the formulae of the potential coeffi-
cients are given as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

aj =

[
a+

p e
−uj|zj+1−zs| + RTM−

j a−

p e
−uj|zj−zs|e−ujhj

]
RTM+

j

1 − RTM−

j .RTM+

j .e−2ujhj
,

bj =

[
a−

p e
−uj|zj−zs| + RTM+

j a+

p e
−uj|zj+1−zs|e−ujhj

]
RTM−

j

1 − RTM−

j .RTM+

j .e−2ujhj
,

cj =

[
f +

p e−uj|zj+1−zs| + RTE−

j f −

p e−uj|zj−zs|e−ujhj
]

RTE+

j

1 − RTE−

j .RTE+

j .e−2ujhj
,

dj =

[
f −

p e−uj|zj−zs| + RTE+

j f +

p e−uj|zj+1−zs|e−ujhj
]

RTE−

j

1 − RTE−

j .RTE+

j .e−2ujhj
,

(A.14)

where RTM+

j and RTE+

j are the reflection coefficients at the base in
TM and TE modes, respectively, and RTM−

j and RTE−

j are those at
the top.
× λ.J0 (λρ) dλ. (A.12)

6
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If the receiver is not located in the same layer as the trans-
itter, the vector potentials are recursively computed by the

ormulae⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ai =
ai+1e−ui+1hi+1 + bi+1 + δi+1,ja−

p e
−uj|zj−zs|

1 + RTM−

i e−uihi
,

ci =
ci+1e−ui+1hi+1 + di+1 + δi+1,jf −

p e−uj|zj−zs|

1 + RTE−

i e−uihi
,

bi = RTM−

i .ai,

di = RTE−

i .ci,

(A.15)

when the receiver layer is above the source layer (i < j), and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

bi =
ai−1 + bi−1e−ui−1hi−1 + δi−1,j.a+

p e
−uj|zj+1−zs|

1 + RTM+

i e−uihi
,

di =
ci−1 + di−1e−ui−1hi−1 + δi−1,j.f +

p e−uj|zj+1−zs|

1 + RTE+

i e−uihi
,

ai = RTM+

i .bi,

ci = RTE+

i .di,

(A.16)

when the receiver layer is above the source layer (i > j). Here,
RTM−

i and RTE−

i are the reflection coefficients on the top of the ith
layer, whereas RTM+

i and RTE+

i on the base of the ith layer. These
coefficients are computed with an assumption that there is no
reflection at the uppermost and lowermost boundaries, i.e.,

RTM−

0 = RTE−

0 = 0, (A.17)

RTM+

N−1 = RTE+

N−1 = 0. (A.18)

The recursive formulae to derive the other refection coefficients
inside the model are

RTM±

i =
rTM±

i + RTM±

i±1 e−ui±1hi±1

1 + rTM±

i .RTM±

i±1 .e−ui±1hi±1
euihi(δij−1), (A.19)

TE±

i =
rTE±

i + RTE±

i±1 e
−ui±1hi±1

1 + rTE±

i .RTE±

i±1 .e−ui±1hi±1
euihi(δij−1), (A.20)

where

rTM±

i =
σi±1ui − σiui±1

σi±1ui + σiui±1
, (A.21)

TE±

i =
ui − ui±1

ui + ui±1
. (A.22)

n Eqs. (A.19) and (A.20), the exponential terms at the very end
f the right-hand side are either zero or negative because of
he delta function in Eq. (A.5). Thus, our formulation avoids the
ositive exponential everywhere in the computation procedure.
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