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Accuracy Measures and the Convexity of
ROC Curves for Binary Classification
Problems

Le Bich Phuong and Nguyen Tien Zung

Abstract In this work, we offer a theoretical explanation of the convexity of the1

ROC (receiver operating characteristic) curves for rational binary classifiers, and2

show some natural important inequalities relating different measures of accuracy.3

1 Introduction4

In this work, we are interested in the accuracy measures of binary classifiers in the5

context of artificial intelligence. More specifically, we will be interested in the ROC6

(receiver operating characteristic) curves and their corresponding AUC (area under7

the curve), the maximal balanced accuracy and the maximal cost-weighted accuracy,8

and inequalities relating these accuracy measures to each other.9

The main results presented in this paper may be summarized as follows:10

• (Section 2) ROC curves of optimal machines are convex.11

• (Section 3) Natural inequalities relating different measures of accuracy. In partic-12

ular, if the machine is rational then the AUC is greater than the balanced accuracy.13

Convexity of the ROC curve is not something new, and many research papers14

and monographs already discussed this convexity property in an empirical way, see,15

e.g., [1–6] and references therein. However, the only place we we found a rigorous16

theorem on convexity of the ROC curve is [2, Theorem 3], where the authors showed17

that the convexity of the ROC curve is equivalent to another natural condition, namely18

“the conditional event probability (or the likelyhood ratio) is nondecerasing”. (The19

higher the “sigmoid value” is, the higher the probability of the event being true is). In20

this paper, we study optimal machines (see Definition 1), and show that if a machine21
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2 L. B. Phuong and N. T. Zung

is optimal then its ROC curve is automatically convex. Our proof is based on an22

explicit construction of optimal machines. We then observe that for such machines23

the conditional event probability is automatically nondecreasing, which implies (as24

in [2, Theorem 3]) that the ROC curve is convex. To make our paper self-contained,25

we also write down explicitly a proof for this last implication, which takes only a26

few lines.27

Since, by machine learning, most reasonable constructed machines tend to become28

“nearly optimal”, our result gives an explanation why most ROC curves met in29

practice are “nearly convex”.30

The inequalities that we present in Sect. 3 are elementary, but they are important,31

and we have not seen them written down explicitly anywhere in the literature, and32

that’s why we want to present them in this paper.33

Our motivation for studying the ROC curves and the “most rational classifiers”34

comes from the following voting question: given several different binary classifiers35

for the same problem, what is the best arithmetical voting method for ensembling36

their results together to obtain highest possible accuracy. This will be the topic of a37

separate research paper.38

2 Convexity of the ROC Curves39

Let us fix some notations:40

Ω denotes the space of all inputs, which comes together with some natural prob-41

ability measure P .42

A given binary decision problem on Ω is denoted by a function

Y : Ω → {0, 1},

that we want to replicate by a “machine”

M : Ω → [0, 1]

which takes values in the interval [0, 1]: We can fix a threshold σ ∈ [0, 1] and43

declare that Ypredict (x) = 1 if M(x) ≥ σ and Ypredict (x) = 0 otherwise, and hope44

that Ypredict is a good approximation of Y .45

The prediction function M is constructed as the composition of two maps,

M = Σ ◦ φ,

where
φ : Ω → Φ

is a projection from Ω to a certain “features space” Φ (which can also be called the
“information space”—it contains all the information that we can use for predicting
Y ), and
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Accuracy Measures and the Convexity of ROC Curves for Binary … 3

Σ : Φ → [0, 1]

is a “sigmoid function”: for each input x ∈ Ω , we first extract its features, ϕ = φ(x),46

and then calculate its sigmoid value, σ = M(x) = Σ(ϕ). The probability measure47

on Φ is the push-forward of the probability measure from Ω .48

The reason why Σ is called a “sigmoid function” is that sigmoid functions (such49

as the standard function σ(z) = exp(z)/(exp(z) + exp(−z)) and similarly shaped50

functions that map R to ]0, 1[) are often used as the last layer in a neural network51

for binary classification problems. Here we use the words “sigmoid function” in52

an abstract way, without referring to any specific function, and Φ can be multi-53

dimensional, doesn’t have to be R.54

Remark that, in the AI literature, the value σ is very often called the probability,
but it is not true in general. In fact, we can define the probability function p : [0, 1] →
[0, 1],

p(σ ) := P (Y (x) = 1 | Σ(φ(x)) = σ) ,

which is not the identity function in general.55

For each threshold value σ ∈ [0, 1], one defines the corresponding sensitivity (=56

true positive) rate T P(σ ) and specificity (= true negative = 1 minus false positive)57

rate T N (σ ) by the following formulas:58

T P(σ ) = P(M(x) ≥ σ |Y (x) = 1)

P(Y (x) = 1)
,

T N (σ ) = 1 − F P(σ ) = P(M(x) < σ |Y (x) = 0)

P(Y (x) = 0)
.

The curve ROC : [0, 1] → [0, 1] × [0, 1] given by the formula

ROC(σ ) = (F P(σ ), T P(σ ))

is called the ROC curve in the literature, and is very widely used in many fields,59

see, e.g., [1–6] and references therein. See Fig. 1 for some examples of ROC curves60

(a test of AI for the detection of different classes of skin lesions, courtesy of Torus61

Actions SAS).62

The ROC curves goes “backward” from the point ROC(0) = (1, 1) to the point63

ROC(1) = (0, 0) in the unit square, and the higher the curve the more accurate the64

machine. The so called AUC (area under the curve) is the area of the region under65

the ROC curve in the unit square, and is a popular measure for the accuracy of the66

machine.67

Remark that, if we change the sigmoid function Σ by composing it with another68

function, Σ ′ = θ ◦ Σ, where θ : [0, 1] → [0, 1] is a strictly increasing bijective69

function, then Σ and Σ ′ give the same ROC curve up to a reparametrization by70

θ . In other words, we can change a σ value to any other value by composing it with71
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4 L. B. Phuong and N. T. Zung

Fig. 1 Examples of ROC curves from a test on skin cancer images

a function, without changing the accuracy of the system, and this is one more reason72

why the σ values should not be called “probabilities” in general.73

All the ROC curves in Fig. 1 are convex or almost convex (i.e. the regions under74

them almost coincide with their convex hulls). As a matter of fact, it has been observed75

since long time ago that “reasonable” ROC curves are nearly convex, and moreover,76

non-convexity is a kind of defect that could be corrected by randominizing certain77

things, see, e.g., [2]. Philosophically, machine learning aims at creating rational78

predictors (that are better than just random functions), and that’s why ROC curves79

are mostly convex, but in practice our predictors are not completely rational, and80

so there are ROC curves that are not completely convex (another reason for non-81

convexity is lack of data).82

Definition 1 We will say that machine M = Σ ◦ φ (or its corresponding sigmoid83

function Σ), for a given binary classifier Y : Ω → {0, 1} and features map φ, is84

optimal or most rational, if its ROC curves lies above the ROC curves of all the other85

sigma functions for the same problem (φ is fixed).86

Proposition 1 Among all the (measurable) sigmoid functions Σ : Φ → [0, 1] (for a87

given binary classifier Y : Ω → [0, 1] and a given features projection map φ : Ω →88

Φ) there is an optimal sigmoid function (called the “probability sigmoid function”),89

and its ROC curve is convex.90

As a consequence, if a machine learning algorithm is efficient enough so that it91

creates a “nearly optimal” machine, then the ROC curve of that machine is convex92

or nearly convex.93

In order to prove the above proposition, we will construct the optimal machine
“explicitly”. For each ϕ ∈ Φ, denote by p(φ) the conditional probability of Y = 1
given that the features value is ϕ:
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Accuracy Measures and the Convexity of ROC Curves for Binary … 5

p(ϕ) = P(Y (x) = 1 | φ(x) = ϕ).

Then this probability function ϕ �→ p(ϕ) is actually the best sigmoid function, i.e.,94

if we put Σ(ϕ) := p(ϕ), then this sigmoid function has the best ROC curve.95

Indeed, denote by Σ ′ : Φ → [0, 1] any other sigmoid function. Fix an arbitrary
false positive level α ∈]0, 1[. Denote by σ ∈]0, 1[ (resp., σ ′ ∈]0, 1[) the threshold
value for the probability sigmoid function p(ϕ) (resp., the function Σ ′(ϕ) to get this
level of false positive. Then we have the following formula,

α =
∫
{ϕ∈Φ|p(ϕ)≥σ }(1 − p(ϕ))dϕ

∫
Φ
(1 − p(ϕ))dϕ

=
∫
{ϕ∈Φ|Σ ′(ϕ)≥σ ′}(1 − p(ϕ))dϕ

∫
Φ
(1 − p(ϕ))dϕ

,

(where
∫
Φ
(1 − p(ϕ))dϕ = P(Y = 0) is the probability measure of the negative set

{x ∈ Ω | Y (x) = 0}), which implies that

∫

{ϕ∈Φ|p(ϕ)≥σ }
(1 − p(ϕ))dϕ =

∫

{ϕ∈Φ|Σ ′(ϕ)≥σ ′}
(1 − p(ϕ))dϕ.

To simplify the notations, put A = {ϕ ∈ Φ|p(ϕ) ≥ σ } and B = {ϕ ∈ Φ|Σ ′(ϕ) ≥
σ ′}. Then we have

∫

A
(1 − p(ϕ))dϕ =

∫

B
(1 − p(ϕ))dϕ, which implies that

∫

A\B
(1 − p(ϕ))dϕ =

∫

B\A
(1 − p(ϕ))dϕ.

Since (1 − p(ϕ)) ≤ 1 − σ on A \ B while (1 − p(ϕ)) > 1 − σ on B \ A, we must
have that P(A \ B) ≥ P(B \ A), which implies that

∫

A\B
p(ϕ)dϕ ≥ σ P(A \ B) ≥ σ P(B \ A) ≥

∫

B\A
p(ϕ)dϕ,

which implies that
∫

A p(ϕ)dϕ ≥ ∫
B p(ϕ)dϕ. This last inequality means exactly that96

the true positive level of p at the false positive level α is greater or equal to the true97

positive level of Σ ′ at the same false positive level. In other words, the ROC curve of98

the probability sigmoid function p lies above the ROC curve of Σ ′ everywhere, i.e.,99

p is the optimal sigmoid function. The two ROC curves coincide if and only if, in100

the above formulas, B coincides with A (up to a set of measure zero) for every false101

positive level α, and it basically means that Σ ′ is obtained from p by composing it102

with a monotonous function. In other words, up to a reparametrization of the sigmoid103

values, the probability sigmoid function is the only optimal sigmoid function.104

The convexity of the ROC curve of the optimal sigmoid function p follows directly
from its construction, which assures that the conditional event probability is nonde-
creasing (the higher the sigmoid value σ , the higher the conditional conditional prob-
ability value, which is obvious because this value is equal to σ in our construction).
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6 L. B. Phuong and N. T. Zung

See Theorem 3 of [2]. Indeed, denote by

α(σ) =
∫
{ϕ∈Φ|p(ϕ)≥σ }(1 − p(ϕ))dϕ

∫
Φ
(1 − p(ϕ))dϕ

and β(σ) =
∫
{ϕ∈Φ|p(ϕ)≥σ } p(ϕ)dϕ

∫
Φ

p(ϕ)dϕ

the false negative and false positive levels at threshold σ for the probability sigmoid
function p, then we have

dβ

dα
=

∫
Φ
(1 − p(ϕ))dϕ
∫
Φ

p(ϕ)dϕ
· σ

1 − σ
,

which is an increasing function in σ , but a decreasing function in α, because α itself105

is a decreasing function in σ . Hence β is a concave function in α, which means that106

the ROC curve is convex.107

Remark 1 (Under the above notations) A machine may be called consistent if it108

satisfies the following natural monotonicity condition: the higher the sigmoid value,109

the higher the probability of Y = 1. In other words, a machine is consistent if p(σ )110

is a strictly monotonous increasing function in σ , with p(0) = 0 and p(1) = 1. We111

have shown that optimal machines are automatically consistent (and hence their ROC112

curves are automatically convex).113

Remark 2 Given an original probability distribution P on the data space Ω , which
is imbalanced in the sense that P(Y = 0) 	= P(Y = 1) (imbalance between negative
and positive cases), we may change it to a new, balanced, probability distribution P̂ ,
defined by the following formula:

P̂(A) = 1

2

[
P(A ∩ {Y = 0})

P(Y = 0)
+ P(A ∩ {Y = 1})

P(Y = 1)

]

.

It is easy to verify that the ROC curve (for a given machine M = Σ ◦ φ : Ω → [0, 1])114

with respect to P̂ coincides exactly with the ROC curve with respect to P . Indeed,115

for any σ ∈ [0, 1], the true positive level at σ is T P(σ ) = P(Σ > σ, Y = 1)

P(Y = 1)
=116

2 P̂(Σ > σ, Y = 1) = P̂(Σ > σ, Y = 1)

P̂(Y = 1)
= T̂ P(σ ), and similarly for T N (σ ). Thus117

in the study of accuracy, without loss of generality, one may suppose that the proba-118

bility distribution is balanced with respect to Y in the sense that P(Y = 0) = P(Y =119

1) = 0.5.120

3 Inequalities Relating Different Measures of Accuracy121

Besides AUC, another popular measure of accuracy is the so called balanced accu-
racy defined as follows (for a given machine, i.e., a given sigmoid function):
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Accuracy Measures and the Convexity of ROC Curves for Binary … 7

B A(σ ) = T P(σ ) + T N (σ )

2

and (the maximal possible BA when one varies the threshold)

M B A = max
σ∈[0,1] B A(σ )

Remark that B A(0) = B A(1) = 0.5, so we always have M B A ≥ 0.5. If M B A =122

0.5 then the sigmoid function is “useless” (worse than random). Both AUC and MBA123

are of course smaller or equal to 1, and they are equal to 1 if the machine is “perfect”.124

The following proposition gives relations between these two measures of accuracy,125

which implies that if one of them tends to 1 then the other also tends to 1.126

Proposition 2 For any given sigmoid function we have

1 − 2(1 − M B A)2 ≥ AUC ≥ 2M B A − 1

If, moreover, the sigmoid function is rational in the sense that its ROC curve is convex,
then we have

AUC ≥ M B A

Instead of the balanced accuracy, one can also use cost-based weighted accuracy127

(see, e.g., [3]): given weight w ∈]0, 1[ (determined by a cost function), we put128

W A(σ ) = w.T P(σ ) + (1 − w).T N (σ ) = w.T P(σ ) − (1 − w).F P(σ ) + (1 − w),129

MW A = max
σ∈[0,1] W A(σ ).130

131

and we have the following similar inequalities relating MW A to AUC :132

Proposition 3 For any given weight w ∈]0, 1[ and any given sigmoid function, we
have

1 − (1 − MW A)2

2w(1 − w)
≥ AUC

If, moreover, the sigmoid function is rational in the sense that its ROC curve is convex,
then we have

AUC ≥ 1 − (1 − MW A)

2 min(w, 1 − w)

When w = 0.5 then MW A coincides with M B A and Proposition 3 basically133

becomes Proposition 2. Remark also that both AUC and MBA are balanced measures134

of accuracy, in the sense that true positive and true negative ratios are equally impor-135

tant in their formulas, while MWA (w 	= 0.5) is not balanced. This fact is important136

for optimal arithmetical voting methods to be discussed in the next section.137

All of the above inequalities are direct consequences of the following elementary138

proposition:139
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8 L. B. Phuong and N. T. Zung

Fig. 2 The ROC curve and the tangent line at a maximal weighted average point

Proposition 4 Give a sigmoid function Σ : Ω → [0, 1] and a weight w ∈]0, 1[,140

a number σ ∈ [0, 1] is a threshold where Σ attains highest weighted accuracy if141

and only if the straight line through the point ROC(σ ), consisting of the points142

(F P(σ ) + wt, T P(σ ) + (1 − w)t), t ∈ R, lies above the ROC curve.143

The above simple propositions show that, the three different measures of accuracy144

AUC, M B A and MW A are correlate well with each other, and if one of them tends145

to 1 (maximal accuracy) then the other two also tend to 1.146

Let us indicate here the proof of the above propositions. See Fig. 2 for the illus-147

tration.148

The lines � = {(F P(σ ) + wt, T P(σ ) + (1 − w)t), t ∈ R} of slope (w, 1 − w)149

in Proposition 4 are simply “lines of constant weighted accuracy”. If the point150

(F P(σ ), T P(σ )) of the ROC curve give maximal weighted accuracy, then no point151

of the ROC curve can lie above its corresponding line of slope (w, 1 − w), because152

lying above means higher weighted accuracy.153

The line � = {(F P(σ ) + wt, T P(σ ) + (1 − w)t), t ∈ R}, where σ gives the
maximal weighted accuracy for the sigmoid function Σ , cuts the boundary of the

unit square at two points A = (0, 1 − 1 − MW A

w
) and C = (

1 − MW A

1 − w
, 1). The

triangle �AC F , where F = (0, 1), is disjoint from the region under the ROC curve,

which implies that AUC + area(�AC F) ≤ 1. Since area(�AC F) = F A · FC

2
=

(1 − MW A)2

2w(1 − w)
, we get the inequality
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Accuracy Measures and the Convexity of ROC Curves for Binary … 9

AUC ≤ 1 − (1 − MW A)2

2w(1 − w)
.

On the other hand, the region under the ROC curve contains the rectangle whose
vertices are (F P(σ ), 0), (F P(σ ), T P(σ ), (1, T P(σ )), (1, 0). The surface area of
this rectangle is T P(σ ) · (1 − F P(σ )) = T P(σ ) · T N (σ ) = T P(σ ) + T N (σ ) −
1 + (1 − T P(σ ))(1 − T P(σ )) ≥ T P(σ ) + T N (σ ) − 1 = 2B A(σ ) − 1 (for every
σ ). Hence we get the inequality

AUC ≥ 2M B A − 1.

If the ROC curve is convex, then the region below it contains the quadri-
lateral O B DE , where O = (0, 0), B = (F P(σ ), T P(σ )), D = (1, 1), E = (1, 0)

(for any σ). The surface area of this quadrilateral is exactly equal to B A(σ ), i.e., to
MBA, hence we get the inequality AUC ≥ B A(σ ) for any σ , i.e., we have

AUC ≥ B A(σ ).

Finally, the inequality AUC ≥ 1 − (1 − MW A)

2 min(w, 1 − w)
in the case when the ROC

curve is convex and the weightw is arbitrary is a direct consequence of the inequalities

AUC ≥ area(O B DE) ≥ min(area(O ADE), area(OC DE))

and the equalities

area(O ADE) = 1 − (1 − MW A)

2w
, area(OC DE) = 1 − (1 − MW A)

2(1 − w)
.

(See Figure 2).154
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