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Abstract. The arrival of cloud computing platform GooglertBaEngine (GEE) in 2010 has
brought a breakthrough for analysing and processiagial data. Applying algorithms on this
platform has overcome the limitations of commers@tware while processing data in building
thematic databases, including land cover data.& tata are a critical factor for climate change
and hydrological models. This study applied Objesrted Random Forest (RF) classification in
the Google Earth Engine platform to produce lancecalata from Landsat 8 data of the Vu Gia
- Thu Bon river basin. The classification resuliswed 7 categories of land cover consisting of
artificial forest, natural forest, paddy area, urlaaea, rural area, bare land, and body water, with
an overall accuracy Kappa of 0.70.

1. Introduction

Remote sensing is known as a science and an karti surface information acquisition without any
physical direct contact [11]. The most fundamerfadtor of remote sensing is its incoming
electromagnetic radiation which is reflected, traiteed or absorbed by the surface when incidenhupo
the surface.

There are different methods for classifying andaeting object information from remote sensing
images, such as unsupervised classification, sigaehclassification, threshold classification, fyzz
logic-based method,... [13]. Based on these methapdsgialised software (or commercial software) has
been established (like ERDAS, LPS, ENVI, GEOMATICA to automate image processing.

One of the noticeable advantages of commercialvaoft is that information classification and
extraction on remote sensing images can be quicklyied out with high accuracy and reliability.
However, for large areas, due to its hardware afftivare limitations, the software did not promote
superiority, its speed of processing was slow fhigkand co-operating objects between images, ateas,.
encountered many difficulties; leading to increasiese and cost of project implementation [12].
However, Google Earth Engine (GEE) has overcomsetltisadvantages. GEE is an application built
on cloud computing platform. GEE consists of twatfgrms: a graphical user interface called Explorer
(https://explorer.earthengine.google.com/#workspaesmd Javascript's application programming
interface (API) called the Code Editor ( https:deaarthengine.google.com/) [6]. GEE can be acdesse
with a web-based integrated development environr{i®i) through the JavaScript API. While the
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web platform (IDE) enables users to easily visgaiisages, tables and charts; the Python API allows
sending requests to the tool and access to thiogatdowever, APl cannot visualise the wed IDE
platform [15]. The GEE Python Library processesuesis to GEE and then receives the results. The
information sent back in JavaScript will be preserit the browser. While graphical data is visealis
with the Google API, spatial information is showithwthe Google Maps application programming
interface. On this interface, users can write amd scripts to share and repeat processes of gaspa
data analysis and processing. GEE enables envirtahrgeographic data analysis on a global scale
with a storage capacity of pentabytes of image d&th GEE data is aggregated from various sources
of satellite image data from NASA, NOAA, ESA anthets. GEE takes advantage of a computational
system optimized for parallel geospatial data pssicey. According to [12], GEE is widely applied in
many fields from agroforestry, ecosystems to ecao®mand epidemics, among which the most
numerous is studies using GEE for forests and Rtardr, followed by land use, ecosystems, moist soi
and hydrology.

Since GEE is a very powerful application, users oy can solve large-scale problems, take
advantage of the huge free photo resources butcasoflexibly devise object classification and
extraction programs suitable for research and egidin purposes.

Land cover/land use data from remote sensing imagese built based on approach scales and
classification algorithms. In general, the approsciiles can be divided into three categories: agpro
by pixels, approach by sub-pixels and approachljgots (super pixels). The pixel-based approach
scale usually relies on the spectral value of gébl; as a consequence, the obtained land covar da
after classification are often spotted with otlaerd cover types, especially when the image hagta hi
resolution [4]. That is why currently the objectskd approach is preferred because this approae$ tak
contextual information into account and can elirténgpots contamination in classification results.

As mentioned above, there are many different metlodalassification. Classification methods are
often grouped into categories such as inspecteplalified, or parametric and non-parametric, odhar
and soft classifications. Classification algorithane affected by many parameters such as theisglect
of classification samples, the uniformity of theidt area, the sensor, the number of classification
classes... Therefore, the choice of algorithms @aldulation parameters (classification samples, the
uniformity of the study area, sensors, the numbelassification classes...) will determine thewaacy
and reliability of land cover map and land usehm study area. Currently, the machine learning
classification method (MLC) is the most reliablasdification method and is increasingly used byyman
remote sensing [5,8,14].

Vu Gia - Thu Bon river basin is a large river systenost of which flows in the territory of Quang
Nam and Da Nang cities, while the upper part péigs on Kon Tum and Quang Ngai lands in Central
Vietnam. The Vu Gia - Thu Bon river basin playsraportant role in the socio-economic development
of these localities like hydroelectricity developmand mineral exploitation.

In this study, GEE application is used to clasaifg extract object information on Landsat 8 images
of Vu Gia - Thu Bon river basin. The approach tassify objects in the study area is based on the
Random Forest (RF) classification method, curretitly most reliable classification algorithm of
Machine learning classification algorithms (MLC).

2. Basis of research method

2.1. Random Forest Algorithm

In fact, the land cover classification on remoteséeg images is a form of image clustering. The
Random Forest algorithm in this study is a machléaening algorithm used to solve both classifiaatio
and regression problems.

Random trees are trees which are randomly gemefaten a set of trees with K random
characteristics at each node. They can be efflgi@unstructed and the combination of big sets of
random trees can result in high prediction accufatyBesides, Random Forest is not only efficient,
interpretable but also non-parametric for diffel@nts of datasets. Because of its model interpriidta
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and prediction accuracy, Random Forest becomes speial than other machine learning methods [2].
The operation of the Random Forest algorithm isgmeed in Figure 1. [9,20]:

Training Training Training
B Sample Sample Sample
2

l

Decision Decision
Tree Tree Tree

Training
Set

Test Set

Figure 1. Random Forest algorithm diagram

As shown in the Figure 1, the following steps sbhalldone to complete the operation:

- Step 1: Select random samples from a given sitta

- Step 2: Set up a decision tree for each sanmueyat predictable results from each tree decision.

- Step 3: Vote for each predicted result.

- Step 4: Choose the most predicted result aBrthkprediction.

The Random Forest algorithm is an accurate andegalvmethod because of the number of trees
that participate in the process. This algorithmsdoet suffer from overfitting problems becauselets
the average of all predictions, which cancels lsiaBesides, Random Forest algorithm can also handle
missing values. Accordingly, two ways to handlesthealues are using the mean to replace continuous
variables and calculating the average of the ngssatues. Then, the relatively important featuras c
be obtained, from which the features that contdlibie most to classifiers are chosen.

2.2. Some basic calculations in the study
Basic calculations in the study are mentioned Hsvis:
The first calculation is NDVI (normalized differem@egetation index). The NDVI is measured by
the following formula (1) [18,19].
NDVI = (NIIR — R)/(NIR + R) (@)

where: NIR is the spectral reflectance value inrtbar infrared channel,
R is the reflectance value of the red cledn
The second is SNIC clustering algorithm to segmiargges. The SNIC algorithm starts with
initialising the central pixels (pixel centroid)tithe pixels selected in the image plane. Theioglship
of pixels with the center point is measured by distance in 5-dimensional space (color space and
spatial position) according to the formula (2) [1].

2 2
B Jnx]- ~ully Nl — el )

d:
] s m

where:x = [x y]7 is the spatial position;;
c=[l a b]"isthe CIELAB color space;
s and m are normalisation factors for spatial asldralistances.
For images with N pixels, each resulting clusteK aihages will contain N / K pixels. Assuming the
cluster is square, the value s in equation (2) lvill

N/K (3)
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where: m is the tightness factor, selected andigeo\by the user.
The next calculation is the quality of classifieatal which is based on evaluation criteria detegchin
from the error matrix. Accuracy evaluation criternalude the following factors:
- The Overall accuracy (OA), determined by theltotanber of correct classification points divided b
the total number of points [3,6].

k
04 = (Z i /N) x 100% 4

i=1
k k

- Omission error (OE): OE = Kz X, — xiﬂj/[zk: xiﬂﬂ x100% (5)

i=1 i=

k
- Producer’s accuracy (PAPA= (Xﬁ /z Xii j x100% (6)

i=1

- Comission error (CE)CE = [(zk: X — Zk: Xii j/(zk: Xisi H x100% (7)

i=1

k
- The user’s accuracy (UAYA= (Xﬁ /Z)(iﬂjxlOO’/o (8)

i=1
- Accuracy of each cover (F)F =2%x(PAXUA /(PA+UA (9)

- Kappa coefficient, a measure of synchronous aoyuof classification data with reference data:

k k k
Kappaz[Nszﬁ _zxi+1xxl+ij/(N2_zxi+lxX1+ij (10)
i=1 i=1 i=1

where: N is the total number of samples, xii is ¢benponents on the main diagonal, xand % + i
are the total components in rows and total in colsim the error matrix, k is the number of overlays

3. The study area
The Vu Gia - Thu Bon River basin is a large rivgstem in the Central Coast region of Vietnam. This
system originates from Kon Tum province, flows thgh Quang Nam province, Da Nang city and then
runs into the East Sea at Cua Dai and Cua Han.abg bity and Quang Nam province are two provinces
located in the central economic region. In additibbe Vu Gia - Thu Bon River basin is one of theeni
biggest river basins in Vietnam, stretching frori5I410" to 1803'50" of North latitude, 1672'50" to
10844'20" of East longitude. The case study are#uated in Central Vietham, covering an area of
over 10,000 krh

This area has a complex and strongly divided toggagy. The terrain tends to tilt from the West to
the East, with all kinds of landscape like high miains, midlands, coastal plains and sand dunes. Th
mountainous terrain has an average altitude of 800+ with the highest point of over 2000, theyhill
terrain has an average altitude of 100+200 m wilrynand bowl-formed shape, the coastal plains are
relatively flat, with the elevation of below 30 nmcluding narrow eastern plains and coastal sand
dunes/beaches [17].



VII Perm Hydrodynamical Forum (PHD-Forum 2020) IOP Publishing
Journal of Physics: Conference Series 1809 (2021) 012039  doi:10.1088/1742-6596/1809/1/012039

Pacifig Ocean
- h

156 | Quang Nam 156

ai 152

N\

0o 10 220km [ .

T T T
107.6 108 1084

Vietna's Spratly 1siands

Figure 2. The Vu Gia - Thu Bon river basin

3.1. Materials

In this study, two multispectral cloud — free Laatd8 OLI - TIRS images (path 126, row 46) with a
spatial resolution of 30x30 meters taken from 0 ke31, May 2014 during the dry season with cloud
cover below 10% were used. These Landsat staneasirt correction products (L1T) were obtained
from United States Geological Survey (USGS — hglmvis.usgs.gov) website.

It is known that the Landsat 8 satellite was lawachn February 11, 2013 by NASA and operated
in a sun-synchronous orbit with a 16 - day repgakec The Landsat 8 OLI_TIRS sensors acquired 11
spectral bands along a 185 km orbital swath.

In addition, the study also used SRTM global elevamodel. It is reported that SRTM which is
managed by NASA's Jet Propulsion Laboratory igdhe project between NASA, German and Italian
space agencies, and National Geospatial-Intellgenc ~ Agency
(https://mww.jpl.nasa.gov/news/news.php?release4321). Moreover, 980 field samples were taken
to evaluate the accuracy of classification results.

3.2. Methodology
The land cover mapping of the Vu Gia - Thu Bon ribasin according to the object-based RF
classification on the GEE cloud computing platfasrmodeled in the following diagram:

Reference data i / Landsalﬁ/ DEM SRTM/ Samples

- Slope
- Aspect

Segmentation (SNIC)

Random Forest Classifi

‘ - Image filtering
-NDV/

Accuracy
Assessment

Exporting Vector to
Google Drive :
Google earth engine

Figure 3. Steps for land cover mapping of the Vu Gia - TlmnBiver basin on Google earth
engine



VII Perm Hydrodynamical Forum (PHD-Forum 2020) IOP Publishing
Journal of Physics: Conference Series 1809 (2021) 012039  doi:10.1088/1742-6596/1809/1/012039

As presented in the above figure, the mapping moeludes the following steps:

- Step 1: Declare the input data.

The input data includes Landsat 8 satellite imag&TRM height data model (DEM) of the
experimental area, catchment boundary, and cosaraple data.

- Step 2: Calculate NDVI according to the form(ila

From the elevation numerical model, a slope mqp€s is created.

- Step 3: Segment images by SNIC clustering alyori

This is the process of aggregating single pixate ian object while regarding the contextual
information of the adjacent data area. Image setatien creates areas or objects based on specific
parameters such as geometry, scale, uniformity.

The SNIC clustering algorithm (presented in sec8@®.) was used to segment images in this study.
Starting from the central pixel, the SNIC algoritlselected the next pixel to add to the cluster; the
selected pixel was the pixel with the smallestatiise to the central pixel in 4+8 pixels nearbydietral
pixel. The segmentation data consisted of 6 ima@amels of Landsat 8 data (3 channels in the eisibl
range, 01 near-infrared channel, and 02 mediunasiaft channels), NDVI data, STRM data, Slope data
and Aspect. In this study, the selected paramétessiit the image segmentation of the study area
included the ratio size of 30, density of 8, adjaaata of 8, neighborhood size of 256.

L L Ep S S \.<‘
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\."f{“
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a"“r‘}‘{‘;
-."‘\,..\ ‘&‘\\ﬁ‘%x
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Figure 4. Results of image segmentation in the study area

- Step 4: Classify land cover and select sampla. dat
The sample data were randomly selected with theleasize of 764 polygon for all 7 types of land
cover including paddy area, rural area, urban asgaral forest, artificial forest, bare land, dadly water.

Table 1.Description of land cover of the study area

No. Type of lanDescription Number o
cover samples

1 Paddy areaPaddy areas, from May 1, 2014 to May 31, 2014, wistdy had 180
already been harvested

2 Rural area Areas of low construction density larided with vegetation 80

3  Artificial  Forests planted on non-forest land; or reclaimed frem natural 79

4 Natural Forests often in high places and difficult to asces 120

5 Bareland Areas of sandy, barren land 39
6 Body water Rivers, lakes and water entities 176
7 Urban area Residential areas with a high construction density 88

- Step 5: Verify land cover classification on GEE.
GEE verified classification was applied to segredrimages. The sample values were taken on the
image information from 6 Landsat 8 image channetsNDVI, STRM. As the result, the program code
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classified by object-based RF method is shown e a.

Table 2. Program code classified by Random forest method

var mm=lual.mergef{ontl).merge(rsul).eerge{ronl).mergef{dt) .merge(nl) mergefodtl) ;

var traflning = cbhfectPropertiesImage.addBands (addndvi) . select([
im ) . a

collect
properties: [
scale

print{tralning, "trals

var classifiger = ee . Classlifler.randoaforest| 1. traing

features: training,
classProperty:
inputProperties: [ i ¥ . . 5 & bl 1
34
print{classifler,
var classified = objectPropertiesInage.classify(classiflier);
rint{classified, i )i
fdlayer{classified, {min: @, max: #, palette: palette},

- Step 6: Evaluate classification accuracy.

The criteria for evaluating classification accyraere programmed on the basis of the formulas (4),
(5), (6), (7), (8), (9) and (10). The accuracy laksified products were evaluated by reference daia
reference data were independent points randomlyleahon 2014 Google Earth photos and evenly
spreading across the study area. The error matrikable 3) is a symmetric spatial matrix to congpar
similarities and differences of classified produstth reference data on ArcGIS 10.3.

Table 3. Error matrix

GEE classification
0 1 2 3 4 5 6 | sum PA CE F

0] 40.0/ 5.0] 10.0f 120 0.0 00| 0.0] 67.0] 59.7 40.3] 69.0
1 2.0] 33.0 9.0 3.0 0.0 00| 10| 48.0| 68.8 31.3| 66.7
o 2 1.0, 5.0| 172.0] 51.0 0.0 0.0] 0.0] 229.0| 75.1 249] 72.1
§ 3 1.0 2.0] 52.0| 538.0 0.0 0.0| 0.0] 593.0] 90.7 9.3| 89.8
% 4 30| 1.0 3.0 0.0 8.0 00| 0.0] 15.0] 53.3 46.7| 69.6
uj 5 20| 4.0 2.0 1.0 00| 14.0] 0.0] 23.0] 60.9 39.1| 75.7
'{'DJ 6 00| 1.0 0.0 0.0 0.0 00| 4.0 5.0| 80.0] 100.0| 80.0
Total 49.0| 51.0| 248.0| 605.0 8.0 14.0| 5.0| 980.0] OA | Kappa
UA 81.6| 64.7| 69.4| 88.9| 100.0] 100.0| 80.0 0.8 0.7
OE 18.4| 35.3] 30.6] 11.1 0.0 0.0] 20.0

3.3. Experimental results
The object-based classification results on googtéhezngine of the study area are presented irré-igu
5 with the whole classification in the left imagedathe partial ones zoomed in on the Google earth
engine in the right image.

The area and spatial distribution of 7 types ofllaaver including paddy area, rural area, urbaa,are
natural forest, artificial forest, bare land, arwtlp water are shown in Table 4 and Figure 5. Thed to
area of the study area is 10068.082 Kiithe natural forest covers the largest area oD &8 knd,
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accounting for 59.49% of the total study area, Wwhecshown in dark green in Figure 6. This type of
land cover is concentrated in the Southwest wiicslly high hills. Artificial forest is the secorargest
land cover area of 2656.417 krmaking up 26.38% of the total study area. Urbaa &as the smallest
area of 41.052 ki contributing only 0.41% to the total study area.
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Figure 5. Object-based classification results of the Vu Gl&u Bon river basin.

Table 4.The area of 7 land cover types

No. Land cover Area (kA
1 Paddy area 537.263
2 Rural area 674.761
3 Artificial forest 2656.417
4 Natural fores 5989.667
5 Bare land 49.775
6 Body water 119.147
7 Urban area 41.052
Total 10068.082

4. Conclusion
On the basis of Google earth engine cloud compué&olnology, a map of the Vu Gia - Thu Bon river
basin in the Central region of Viethnam was establiswith 7 types of land cover, namely paddy area,
rural area, urban area, natural forest, artifitvadst, bare land, and body water. The accuradsraf
cover classification was assessed according terdift types of indexes, showing that the classifina
accuracy reflected not only the overall error & thassification results but also the accuracyhef t
individual land covers through the neutral F caséint between UA and PA. The land cover
classification results of the Vu Gia - Thu Bon rilmsin on the GEE platform had the Kappa of 0.7.
For each study area, users need to get a sufficiemgie number of samples for classification. In
addition, a survey to get a set of parameters (@glsegmentation size, density, adjacent data,
neighborhood size) that is suitable for the stugyaahould also be conducted. However, since GEE is
an application that uses an internet connectiom ptiocessing speed of the program depends on the
speed of the network connection. Therefore, a stdiijh-speed network connection is needed when
establishing a classification map, especially évgé areas.
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