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Abstract
The advent of new data-mining techniques and, more recently, swarm-based optimization algorithms have antiquated tra-
ditional models in the field of energy performance analysis. This paper investigates the potential of two state-of-the-art 
hybrid methods, namely grasshopper optimization algorithm (GOA) and gray wolf optimization (GWO) in improving the 
neural assessment of heating load (HL) of residential buildings. To achieve this goal, eight HL influential factors including 
glazing area distribution, relative compactness, overall height, surface area, roof area, wall area, orientation, and glazing 
area are considered for preparing the required dataset. A population-based sensitivity analysis is then carried out to use 
the best-fitted structures of each ensemble. The results showed that utilizing both GOA and GWO algorithms results in 
increasing the accuracy of the neural network. From comparison viewpoint, it was found that the GWO (error = 2.2899 and 
correlation = 0.9551) surpasses GOA (error = 2.4459 and correlation = 0.9486) in adjusting the computational parameters 
of the proposed neural system.

Keywords Energy-efficient building · Heating load · Neural network · Grasshopper optimization

1 Introduction

Heating load (HL) can be affected by different parameters 
such as the time, season, the supply temperature, climate, 
wind speed, light rate, water flow, and return water. For HL 

of the heating system according to a physical model, it is 
hard to construct a mathematical model. The control influ-
ence can act just after a constant time [1]. For obtaining 
timely as well as precise HL estimation and enhance the of 
central heating quality, we need to estimate the HL properly 
and regulate the boiler system factors [2]. In the literature, 
different approaches have been suggested as mathematical-
based estimation, such as the method of gray theory estima-
tion [2], traditional estimation, prediction method of regres-
sion analysis [3–7], wavelet algorithm [8], fuzzy theory [9], 
time series [10], and so on. These methods have various 
defects in feasible usages as: (a) the factors of the model are 
hard to indicate since the estimation approach is nonlinear 
and (b) forecast parameters cached from the related evalua-
tion are commonly fuzzy as well as uncertain. Therefore, it 
is difficult to obtain desirable outcomes with high precision 
in predicting HL.

In this regard, there are different traditional approaches 
to predict HL. However, due to data limitations in the 
case of older buildings, scholars have suggested modeling 
approaches [11]. In the case of building heat load, building 
information modeling (BEM) systems-recorded data have 
been suggested for estimating heat loads. Such information 
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may be provided to the algorithms of data mining. For gener-
ating accurate predictions, these algorithms were suggested 
for an extensive assessment of variables in input and output 
[12]. In 1970, Justel et al. [13] conducted a sensitivity evalu-
ation for undetermined parameters in inputs for a building 
and determined that the energy consumption of the build-
ing was dramatically sensitive to various elements such as 
heating, ventilation and air conditioning (HVAC) system 
performances, and inside temperature.

Up to now, many intelligent predictive models have been 
widely used to model the heating load and cooling load 
(CL) of different buildings [14, 15]. In this regard, Castelli 
et al. [16] employed a model of genetic programming (GP) 
to analyze building energy efficiency (EEB) systems in 
terms of energy efficiency and HL. They examined differ-
ent GP forms in comparison to other different approaches, 
such as HYBRID that had linear scaling. Their outcomes 
indicated that, in comparison to the other methods such as 
GP and HYBRID, the method of HYBRID-LIN obtained 
promising results. In addition, in Ref. [17] deep learning 
approaches were investigated in the case of prediction tasks 
of the energy performance of EEB apparatuses and showed 
that these approaches have an accurate result. Xie [18] sug-
gested the prediction model of BP neural network-Markov 
for estimating the Hl. In addition to the accurate estimation 
of the BP neural network, this algorithm can employ the 
model of Markov to estimate volatility information. Finally, 
they have found that the introduced approach has desirable 
benefits in comparison to other methods of HL prediction.

Moreover, their method has a suitable influence in the HL 
estimation task In addition, for predicting HL as well as CL 
in the case of building design, Chou and Bui [19] employed 
a novel method named ANN–SVR (a combination of support 
vector regression (SVR) and ANN) by considering 17 build-
ings as database. Additionally, different approaches were 
taken into account for comparing the suggested ANN–SVR, 
such as general linear regression, SVR, Chi squared auto-
matic interaction detector, ANN, as well as classification and 
regression tree. They concluded that in optimizing systems 
of EEB, AI methods have good outcomes with an average 
absolute percentage error (MAPE) under around 4% and root 
mean-squared error (RMSE) below 39–65.9% compared to 
the previous studies [20, 21].

Gray wolf optimization (GWO) and grasshopper optimi-
zation algorithm (GOA) are two recently developed notions 
of metaheuristic algorithms which have shown high robust-
ness for various engineering modelings [22–25]. Barman 
and Choudhury [26] used the GOA algorithm for optimiz-
ing the parameters of the SVR model in short-term load 
estimation during periods with substantial weather changes. 
This algorithm was also used by Liu et al. [27] along with 
the linear weighted sum for coordinated operation of 
multi-integrated energy system. Kahla et al. [28] applied a 

multi-objective GWO to wind energy conversion system for 
tracking the maximum power point.

Due to some drawbacks of the typical predictive mod-
els (like getting trapped in local minima), the scholars are 
motivated to improve their efficiency by using other com-
plementary methods [4, 29, 30]. Hybrid metaheuristic algo-
rithms are capable of optimization techniques which have 
been effectively used for enhancing the accuracy of models 
such as ANN, SVR, and adaptive neuro-fuzzy inference 
system (ANFIS). In the field of HL simulation, although 
well-known optimization methods such as genetic algorithm 
(GA) and imperialist competition algorithm (ICA) have been 
sufficiently used [31–34], not employing more state-of-the-
art techniques is an appreciable gap of knowledge. Hence, 
the main purpose of this paper lies in proposing two novel 
optimization techniques of GWO and GOA for enhancing 
the neural estimation of the HL in HVAC systems.

2  Methodology

The overall steps taken to achieve the goal of this study are 
shown in Fig. 1. According to this figure, after providing 
the required dataset, it is randomly divided into the train-
ing and testing samples with the well-known ratio of 80:20, 
respectively. More clearly, out of whole 768 samples, 614 
were used for discerning the relationship between the HL 
and its influential factors, and the remaining 155 samples 
were set aside, as stranger conditions, to evaluate the gener-
alization capability of the developed algorithms. Three pre-
dictive models, namely typical multilayer perception (MLP), 
the ensemble of MLP and WOA (WOA–MLP), and the 
ensemble of MLP and GWO (GWO–MLP) were developed 
to predict the HL. Finally, the accuracy of the mentioned 
models was measured by means of three well-known crite-
ria, namely, root mean-square error (RMSE), mean absolute 
error (MAE), and coefficient of determination (R2).

The description of the used models is presented in the 
following.

2.1  Multilayer perceptron neural network

Multilayer perceptron (MLP) [35–40] is known to be one 
of the most commonly held types of feedforward neural 
networks for minimizing the error function based on the 
performance of some synaptic weights. With a learning 
approach to estimate the target variable, synaptic weight 
values are adopted in the case of given training information 
such as input–output data. It is commonly done by taking 
into account the back-propagation (BP) of the error signal 
through the layers. An MLP can be introduced as a network, 
which can progressively map input information on a collec-
tion of outputs in a constant manner. This tool consists of 
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computational nodes within the input and output layers, as 
well as one or more hidden layer(s). Note that the hidden 
nodes are completely linked to the preceding and subsequent 
layers. For analyzing not linearly separable information, the 
response of each unit should be weighted using nonlinear 
activation function [41]. Commonly, at layer k + 1, the out-
put activation of f (k+1) can be calculated using the following 
relationship:

In the above relation, � indicates the type of nonlinear 
activation operation, and w(k), b(k), and a(k) indicate the 
weight, bias, and the input of layer k.

2.2  Grasshopper optimization algorithm

Grasshoppers are known to be insects which feed on plants 
and may be seen individually or in a swarm in nature. As is 
known, these insects are considered as a pest because they 
damage the pasture and crops severely [42]. Inspired by the 
herding behavior of grasshoppers, Saremi et al. [43] intro-
duced the grasshopper optimization algorithm (GOA) for 
solving continuous optimization issues. Like many naturally 

(1)f (k+1) = �
(
w(k)a(k) + b(k)

)
.

inspired algorithms, the GOA draws on two major stages, 
namely exploration and exploitation in seeking a food 
source. During these stages, it is aimed to remedy the com-
putational drawbacks (e.g., local optima) and/or enhancing 
the convergence speed [44].

Figure 2 illustrates the behavior of grasshoppers. During 
the implementation, some search agents locally fly over the 
search space. This is while these relations are motivated for 
an abrupt movement in the other phase. Considering Xi as 
the position of the i th insect, Eq. 3 expresses the swarming 
action of grasshoppers:

in which Si denotes the social relationship, Gi symbolizes the 
gravity force, and Ai is the wind advection. Also, r1 , r2 , and r3 
are random values ranging from 0 to 1. More mathematical 
details about the algorithm can be found in [45, 46].

2.3  Gray wolf optimization

To perform an efficient optimization, gray wolf algorithm 
(GWO) was introduced as a novel metaheuristic nature-
inspired method [47]. In nature, the gray wolves commonly 

(2)Xi = r1Si + r2Gi + r3Ai,

Fig. 1  The graphical methodology of this study
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pursue a collective hierarchy strictly. In the leader group 
of wolves, a couple of female and male exist, called alpha 
(α). They make the major decision during hunting and 
other behaviors. Beta (β) wolves are the subsequent level 
and assist alpha wolves for making decisions. However, 
they have to obey the alpha wolves. The β wolves may 
be female and their role is to adjust the flock. To substi-
tute the alpha (while they get older or even die), they are 
the most appropriate candidates. The subsequent level of 
the flock is named delta (δ). They hunt and play the role 
of scouts, sentinels, etc. The last group of individuals is 
named omega (ω) and are also known to be the weakest 
level. They play the role of babysitters. Without omega 
wolves, some fights can be seen in the flock. The gray 
wolves hunt, and this is their major social conduct. The 
flowchart of the GWO can be seen in Fig. 3. Muro et al. 
[48] introduced three stages of GW hunting manner which 
are (1) recognizing, following, and nearing the prey, (2) 
circling the prey, and (3) rushing the prey. These two dif-
ferent social conducts have been considered in the algo-
rithm of GWO [49]. In the modeling stage of this algo-
rithm, α is the best solution. In the subsequent steps, β, δ, 
and ω are proper solutions. The mathematical modeling 
of encompassing can be shown as:

in which A⃗ and C⃗ are coefficient vectors. In addition, ���⃗Xp 
shows the prey location and X stands for the location of 
wolves. D⃗ is a vector that specifies a novel location of GWs. 
The term t stands for the time of iteration. The GWO is bet-
ter detailed in [47, 48, 50].

(3)D⃗ =
||
|
C⃗ ⋅

�������⃗Xp(t) − X(t)
||
|
,

(4)X⃗(t + 1) = �������⃗Xp(t) − A⃗ ⋅ D⃗,

3  Data collection and statistical analysis

Based on a research by Tsanas and Xifara [21], the data-
base used for this research was obtained through analyzing 
768 residential buildings (with respect to 12 buildings, 
5 distribution scenarios, 4 glazing areas, and 4 orienta-
tions) using Ecotect computer software. It consists of 8 
HL independent factors, namely relative compactness, 
surface area, wall area, roof area, overall height, orienta-
tion, glazing area, and glazing area distribution, where 
the HL is considered as the target variable. The database 
is available on https ://cml.ics.uci.edu/. The results of the 
statistical analysis of the HL and its influential parameters 
are presented in Table 1.

Fig. 2  The primitive corrective patterns in the GOA method

Fig. 3  The flowchart of the GWO algorithm (after [47])

https://cml.ics.uci.edu/
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4  Results

The specific objective of the current study is to examine the 
applicability of two state-of-the-art metaheuristic techniques, 
namely grasshopper and gray wolf optimization algorithms for 
simulating the heating load of residential buildings. To achieve 
this goal, the mentioned algorithms are coupled with a multi-
layer perceptron neural network for adjusting its computational 
parameters. Utilizing the programming language of MATLAB 
v.2014, the proposed GOA–MLP and GWO–MLP models are 
developed. Out of 768 data, 80% (i.e., 614 samples) were ran-
domly selected and used to train the proposed predictive mod-
els and the remaining 20% (i.e., 154 samples) were devoted to 
validating their prediction of the buildings with unseen condi-
tions. In this way, two well-known error criteria, namely root 
mean-square error (RMSE) and mean absolute error (MAE) 
are used to measure the error of the performance, as well as the 
coefficient of determination (R2) for measuring the correlation 
between the predicted and observed HLs. Eqs. 5–7 define the 
formulation of the R2, MAE, and RMSE indices.

(5)R2 = 1 −

N∑

i=1

�
Yipredicted − Yiobserved

�2

N∑

i=1

�
Yiobserved − Yobserved

�2
,

(6)MAE =
1

N

N∑

I=1

|||
Yiobserved − Yipredicted

|||
,

(7)RMSE =

√√√
√ 1

N

N∑

i=1

[(
Yiobserved − Yipredicted

)]2
,

where Yipredicted and Yiobserved represent the predicted and actual 
HLs, and the number of instances is shown by N. Also, 
Yobserved denotes the average of the actual HLs.

4.1  Optimizing the MLP using GOA and GWO 
conventional algorithms

At the first stage, a trial and error procedure was carried 
out to determine the best structure of the MLP. The tangent 
sigmoid (i.e., Tansig) was set as the activation function, 
based on its good performance in many previous attempts 
[37, 51, 52]. The number of hidden neurons was considered 
to range from 1 to 15, and it was shown that the MLP which 
contains nine computational units presents the most consist-
ent results. Therefore, the proposed MLP took the struc-
ture 8 × 9 × 1 indicating 8 and 1 nodes in the input and output 
layer, respectively. In the following, the MLP approximation 
of the HL was mathematically introduced to the GOA and 
GWO metaheuristic algorithms as the problem function. The 
optimization process is depicted in Fig. 4.

To determine the best structure of the GOA–MLP and 
GWO–MLP ensembles, a population-based sensitivity anal-
ysis was carried out. Within 1000 repetitions, both models 
were tested with 7 different population sizes, including 10, 
50, 100, 200, 300, 400, and 500. Note that the RMSE (of the 
training samples) was considered as the objective function to 
measure the error of the performance at the end of each try. 
The convergence curves of the implemented GOA–MLP and 
GWO–MLP models are shown in Fig. 5a, b, respectively. 
As illustrated in these figures, all implemented GWO–MLP 
networks have similar behavior in decreasing the RMSE over 
1000 iterations, while the GOA shows higher sensitivity to 
the population size. In this sense, the convergence curve of 
the GAO–MLP with population size = 10 remained steady 
over time. Likewise, the network with population size = 50 
decreased the RMSE less considerably than others. Finally, 
the elite structure of the GOA–MLP (RMSE = 2.371500249) 

Table 1  Statistic analysis of the heating load and key factors

Features Descriptive index

Mean SE Median Mode SD Sample variance Skewness Minimum Maximum Count

Relative compactness 0.76 0.00 0.75 0.98 0.11 0.01 0.50 0.62 0.98 768
Surface area 671.71 3.18 673.75 514.50 88.09 7759.16 − 0.13 514.50 808.50 768
Wall area 318.50 1.57 318.50 294.00 43.63 1903.27 0.53 245.00 416.50 768
Roof area 176.60 1.63 183.75 220.50 45.17 2039.96 − 0.16 110.25 220.50 768
Overall height 5.25 0.06 5.25 7.00 1.75 3.07 0.00 3.50 7.00 768
Orientation 3.50 0.04 3.50 2.00 1.12 1.25 0.00 2.00 5.00 768
Glazing area 0.23 0.00 0.25 0.10 0.13 0.02 − 0.06 0.00 0.40 768
Glazing area distribution 2.81 0.06 3.00 1.00 1.55 2.41 − 0.09 0.00 5.00 768
Heating load 22.31 0.36 18.95 15.16 10.09 101.81 0.36 6.01 43.10 768



 Engineering with Computers

1 3

and GWO–MLP (RMSE = 2.295899401) networks was 
found to have 300 and 400 population sizes, respectively. 
The parameters of the MLP, GOA, and GWO are summa-
rized in Table 2.  

The performance of the proposed GOA–MLP and 
GWO–MLP is evaluated in terms of complexity and time-
effectiveness. In this sense, Fig. 6 illustrates the required 
computation time for each tested structure of both neural 
ensembles. Based on this figure, there is a slight difference 
between the computation time of these models for the first 
population sizes (i.e., 10, 50, 100). An upward trend was 
observed for this difference, and peaked for the population 
size = 500. Remarkably, the best networks of the GOA and 
GWO algorithms took nearly 4852 and 5549 s, respectively.

4.2  Accuracy assessment of the MLP, GOA–MLP, 
and GWO–MLP predictive models

The prediction results (i.e., graphical comparison between 
the predicted and actual values of the HL) are presented 
in Figs. 7 and 8, respectively, for the training and testing 
samples. According to these figures, it can be seen that the 
HL pattern in both training and testing samples is better 

recognized by the hybrid ensembles in comparison with the 
unreinforced MLP.

As explained previously, the RMSE and MAE error crite-
ria were used to measure the error of the predictions in this 
study. Besides, the R2 index was calculated to evaluate the 
correlation between the predicted and observed values of 
HL. The obtained values are presented in Table 3 for both 
training and testing phases. Accordingly, applying the GOA 
and GWO optimization techniques has led to enhancing the 
performance of the MLP in both training and testing phases. 
More clearly, the training RMSE leveled off by 16.53% (i.e., 
from 2.8411 to 2.3715) and 19.19% (i.e., from 2.8411 to 
2.2959), respectively, by synthesizing the GOA and GWO 
evolutionary algorithms. As well as the RMSE, the MAE 
of this phase was reduced by 13.46% (i.e., from 1.9568 to 
1.6934) and 15.81% (i.e., from 1.9568 to 1.6475). Moreover, 
increasing the R2 from 0.9223 to 0.9432 and 0.9468 indi-
cated a higher correlation of the products of hybrid models 
and, consequently, improvement of the learning potential 
of the MLP. For the testing phase, the RMSE experienced a 
decrease from 2.9859 to 2.4459 (i.e., by 18.08%) and 2.2899 
(i.e., by 23.31%), which shows a higher generalization power 
of the proposed neural ensembles. Likewise, the testing 
MAE decreased from 2.0830 to 1.7373 (i.e., by 16.60%) 

Fig. 4  The steps for optimizing 
the ANN parameters using the 
GWO and GOA
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and 1.6514 (i.e., by 20.72%). Furthermore, the R2 value rose 
from 0.9328 to 0.9486 and 0.9551.

5  Discussion

As derived, the incorporation of both metaheuristic tech-
niques led to increasing the accuracy of the ANN in both 
learning and generalization phases. In this part, a score-
based ranking system was used to compare the overall 
performance of the models. In this sense, the higher the 
accuracy of the results, the larger would be the acquired 

score. Finally, a total ranking score (TRS) was calculated 
as the summation of the partial scores to determine the 
most successful model. The results of the ranking system 
show that the GWO algorithm outperformed the GOA in 
optimizing the computational parameters of the MLP. In 
detail, the GWO–MLP, with TRS = 18, gained the first 
rank in terms of all three RMSE, MAE, and R2 measures in 
both training and testing stages. After that, the GOA–MLP, 
with TRS = 12, featured as the second accurate model in 
all positions. Moreover, it was observed that there was no 
discrepancy between the training and testing results of the 
models. In other words, a better-trained network presented 
more accurate prediction. This claim can be also supported 
by the calculated values of mean absolute percentage error 
(MAPE). Accordingly, the obtained MAPEs were 9.01%, 
7.82%, and 7.66% in the training phase, and 10.04%, 8.16%, 
and 7.89% in the testing phase of the MLP, GOA–MLP, and 
GWO–MLP, respectively.

The GOA and GWO constructed strong ensembles of 
artificial neural network which showed higher robustness 
than many conventional models (e.g., extreme learning 
machine used by Roy et al. [53]). Moreover, in compari-
son with popular hybrid algorithms which have been used 
in previous studies, the ensemble models of this study pre-
sented more accurate prediction of the HL. The GA and ICA 
employed by Tien Bui et al. [34], for example, achieved a 
good optimization of the ANN through enhancing the learn-
ing capability of it (i.e., decreasing the training error from 
3.6535 to 2.9986 and 2.8050, respectively). But as is seen, 
both GWO and GOA algorithms that are presented in this 
study performed more efficiently in this task. There is also 
a considerable distinction between the testing results (i.e., 
predicting the HL for unseen building conditions) of the 
proposed models in these two studies. More clearly, the R2 
of ICA and GA was around 0.91, while it was nearly 0.95 
for the GWO and GOA.

This study also had some limitations. Above all, the used 
dataset consists of a limited range of HL, and the predic-
tive models can be applied only for 12 types of residential 
building with a controlled experimental setup. Addition-
ally, the authors believe that optimizing the configuration 
of HL effective factor may lead to a more reliable approxi-
mation of this parameter, which could be a good subject for 
further studies. Also, due to the high capability of various 

Fig. 5  Executed population-based sensitivity analysis for the a GOA–
MLP and b GWO–MLP

Table 2  The optimal parameters 
of the used models

lb lower bound of decision variables, ub upper bound of decision variables

MLP GWO–MLP GOA–MLP

Number of hidden neurons = 9 Population size = 300 Population size = 400
Activation function = Tansig Number of iterations = 1000 Number of iterations = 1000
Training algorithm = Levenberg–Mar-

quardt
lb* = − 1
ub** = 1

lb = − 1
ub = 1
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Fig. 6  The computation time 
of the used GOA–MLP and 
GWO–MLP ensembles

10 50 100 200 300 400 500
GOA-MLP 144.6 659.1 1353.8 3114.7 4852.3 6708.6 8817.3

GWO-MLP 131.8 655.9 1283.2 2625.6 3980.1 5549.1 6528.3
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Fig. 7  The training results obtained for a MLP, b GOA–MLP, and c GWO–MLP predictions
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optimization techniques in prediction aims, conducting com-
prehensive comparative studies seems a very helpful task for 
determining the most appropriate models in HL estimation.

6  Conclusions

Due to the significance of analyzing energy performance 
in the building sector, scholars have developed various 
predictive and evaluative models for this aim. In this 
paper, two novel optimization techniques motivated by 
the herding behavior of grasshoppers and gray wolves 
were applied to improve the efficiency of multilayer per-
ceptron neural network in predicting the HL in residential 
buildings. The proposed GOA and GWO metaheuristic 

algorithms were mathematically coupled with the MLP 
to seek the most appropriate computational parameters of 
this method, including the connecting weights and biases. 
The results of the sensitivity analysis showed that the 
GOA–MLP and GWO–MLP with the population sizes of 
300 and 400 outperformed other tested networks. Nota-
bly, the GWO-based ensemble needed more computation 
time. Evaluation of the results revealed that both applied 
algorithms help the MLP to have a better approximation of 
the HL. It was also deduced that the GWO performs more 
efficiently than GOA.

Fig. 8  The testing results obtained for a MLP, b GOA–MLP, and c GWO–MLP predictions
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