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L INTRODUCTION

The technology of natural language
accomplishments with more extensive
processing system for a language is not only the deployment of sp
speech data resources and linguistic knowledge such as p
among more than 7000 languages in the world, the speech

processing including speech proce

ssing today has achieved ma
applications in the field of hum

an-machine interaction, Developing a speech
cech processing technique, but also requires specific
honology, prosody, syntax, grammar, semantics, Therefor'e,

processing core technologies (j.e. speech recognition, speech
synthesis, speech understanding, automatic translation) are available for limited number of well-resourced lan ;
such as English, Chinese, French, Arabic et¢. For thousands of other languages, called under-resourced languages,
none of such technology is available [1].

Most of these under-

resourced languages are the minority |
number of native speakers

or by being “digested™ by the

anguages which are being disappeared due to the low
guages (3,188 on the total of 7

surrounding majority languages. Moreover, half of these
097 languages in the world"). So the preservation o‘ft_he
S are also the issues to be taken in the
ary linguistics such as audio and video recording
ation of recording speech: Preservation and distribution of the
n is the very first task to represent the content of'speeCh--Sigjnﬂi
itten languages, the language speech has to be transcribed in
mal Phonetic Alphabet) phone set of this language. This task
and it is very time consuming, For example, it can take several
nutes of speech signal (2], [3].
One solution for this time cons
technique. This technique is based

the output is a sequence of phonemes instead of g seque

learning method and typically requires hundreds of hours of transcribed speech data to train the models [4]. For under
resourced languages, due to the lack of necessary speech resources, it is impossible 1o build such an ASR system. A

potential solution for this case is using cross-lingual (or cross-language) approach [5], which uses a pre-trained ASR

system of a well-resourced language to recognize the speech of another under-resourced language. Based on the
similarity between languages, the cross-lingual approach can give Promising resylts with

the familiar languages.
This paper presents the first experiment of phoneme

uming problem of s

peech transcription ig
onthe automatic speech

ra using automatic phoneme recognition
recognition (ASR) technology. The input is an utterance but
nee of words as in ASR. The ASR system uses maching

1 ‘ PEECI processing gy
€r to survey the ability of ug i
Muong language pairs. On the other hand, the analysis on

' Ethnologue (www.ethnologue.com), in June 2018 X
www.intemat'-iona]phoneti'cassecialion.org
" Corresponding author
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-ies and the distinctions between thege tw

aile ot : 0 familj ;
gt me comparison between Vietnamese and M tliar languages. The paper is organized as follows. Section II

e o3 1 3 = uon s 5 3
Ve _‘mwrn.u.h in section 111, section v Wwill describ. N8 phonologies. After presenting the general idea of cross-
i ¢ ihis experiment are shown and analyze

e | . . o
din secﬁ!:) d':;all th? experiment of Muong phoneme recognition. The
n V. This Paper ends with some conclusions and the future

Ja

II. VIETNAM
is a multi-ethnic ¢ by e AU LANGUAGE
jetnam 1 oun Wi .

v “J[’ accounting for 85.6 % oftl;jy]e t{l:tt;154 ethm:: groups. The Kinh who speaks Vietnamese is the majority
1 ic 2rouf populaﬁggp:latfon. The rc;:mainjng 53 groups are ethnic minorities’. Among
thnic groups in Vietnamese with more than 1 million speakers.
orth of Vietnam such as Hoa Binh, Phu Tho, Thanh
Muong languages belong to the same Vier-Muong
» Muong has many similarities with Vietnamese, in
~shows a comparison of phoneme systems between
oa Binh province, main dialect of Muong). According

the 3 following groups [8]:

ese phonemes;

phonemes in Vietnamese;
ese.

_L' f phonology, tone, Syntax and vocabulary [7]. Table i

" ese (Hanoi standard dialect) and Muop
Vighi=
[L' il
. Equivalent phonemes: phonemes coincide with Vietnam
. (losed phonemes: phonemes are acoustically similar to
, Distinct phonemes: phonemes are not found in Vietnam

Table 1. Muong and Vietnamese phonetic comparison (in IPA), according to [8]
Group Equivalent Closed Distinct
Muong | Viet | Muong | Viet | Muong | Viet | Muong I Viet
& 77} Ik il 7 /b/ 16 Jhr! -
£ It It el 174} le/ e Ikl/ §
g 1] w i vt Idl ‘d Ipl -
g fm! i/ w/ hw! Ig/ ! trl -
= it In/ /st Is/ 1 Ix/ fel/ -
E Iyt Iyt Iz I=t p" m
o nl
Ip! Ipl i in lel 3
- fel n Int In! nm -
- g 7] Ikt wl Iwl
“ S| m o oy
n/ in/
lal lal fol fof
lal & 1 I

/3 17 Il ful
el 18 | tud lad
lel lel Jial Jial
til t| o el Iual
ol 1o | tunt  Jus!

Glide W | |

I'his comparison is mosﬂ?
vould like top:rmmin'e )
' peech processing. That
e sequences in Muong spes
TR
11I. PHONE!
. As mention in section |
° “peech signal into a se
“olkits, the automatic pho
o cular language. The
"¢l) and thousands of

Vowel

ic researches of Muong language [6], [9]-[12]. In this work,
inctions between Vietnamese and Muong, but in aspect
phoneme recognition of Vietnamese to recognize
 approach, which are presented in the next section.

R-RESOURCED LANGUAGE

tem is a computer software which can convert
of open automatic speech recognition (ASR)
ASR system using the phoneme set of one
urs of transcribed speech data (for acoustic
r-resourced language, especially unwritten

i LT i

AWt weme

Veneral statistics office of Vietnam,
| .
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ich of ASR system is impossib|e
m where there is no traim‘ng dat: %_s&

{raining corpus of a familiar Ial‘lguage. Was useq as 9“_-1}15
g L'adﬂ.pmtion or imprm«'emer}t oj-. the initial acousg. '“_luial
: anguages’ phoné lists 1s determineq By o

12 a SL

o ildir
sources, bll]](j ) -
ey his proble

lan uage A > C & S L anguage r .
guage, due to the lack of speech and languag oal with t

lingual phoneme recognition technique was proposed to d
target language. The acoustic model pre-trained from a big Ur
acoustic model of the target language. And further process of
Will be made after. For the first time, the similarity bel.wcm‘
mapping technique. Then the phoneme recognition 1s applied [3]-

two |

3.1. Phone mapping ion that the articulato
s agg on th = articulatory r
based on the assumpti epresf’“tﬂli

T 1 -lingual acoustic modeling is _ = Shenp: i .
he research in cross-ling S e considered as units which are independept & Oy

of phonemes are so similar across languages. So phonemes can be
underlying language [13], [14]. In fact, the concept of “language 10
languages (called poly-phonemes to differentiate with mono-phonemes
Phonetic Association [15] and then in [16].

dependent phonemes™ oceurring in more tha the
i 1 =¥ Oﬂ

was firstly introduced by the Ingep.:
) mat,lona{
ained manually by knowledge-based methods [13

NG Dr

Firstly, a - me ing table is obt : -
¥, a source-target phoneme mapping tods are based on a distance between two S

automatically by data-driven methods [5]. The automatic me b

. = 1 Iy : or €ac >me model). The j
models (compute the distances between Gaussian distributions Obtalfled.TOI Ld\.i'! I‘J:iongismnce {]é} KSTIS]ethOdS' lse
a variety of distance measure including: entropy-based or IOg-Ilkt?thOd- base > ackﬁLe__]-b]eI
distance, Bhattacharyya distance, Euclidean distance [19].

In other approaches, the automatic phone mapping table is gcnerat'ed using confusion m‘al_rl:( [20], [21], »
using small amounts of acoustic data in the target language, the phone mapping table can be automatically created
data-driven methods. A phoneme recognizer in the source language is applied on the development data set of targe
language which is already transcribed in target language phonemes. Then, the output source phoneme h)fpotl_me's'gre
aligned with their target phoneme references frame by frame to count the co-occurrences. between a pheneme ip S0Urge
language and target language. By computing the number of times a reference phoneme 11-1 the ta'rget language that has
been confused with a phoneme in source language, the confusion matrix is created. To obtain th? final confusioy
matrix, each entry is normalized by dividing it through the total of occurrences of all corresponding phonemes jj
source language. Finally, by selecting each phoneme in target language with the correspondence phoneme in Souree
language which has the highest confusion value, the phone mappings are made.

3.2. Cross-lingual phoneme recognition

There were several researches attempt to build cross-lingual acoustic model for under-resourced target
language. In [18], the author firstly introduced a statistical distance measure to determine the similarities of sounds of
several languages. One of his experiment was using English phoneme models in a German recognizer, instead of the
German phoneme models. The cross-lingual model makes correct recognition rate improved for some phonemes but
not for the others. However, the cross-lingual model can help in phoneme inventory for a bigger speech recognition
System.

The idea was applied again in the work of [22] that used cross language transfer from five languages in the task
of German speech recognition. The Turkish language was found fitting better with German phonology among other
languages: Croatian, Japanese, Korean, Spanish. The Turkish model gave the word error rate score of 28.4 % while the
baseline score in real German model is 15.8 %. Another experiment showed that adding more languages into the
multilingual model can improve the quality of recognition system.

This work was extended in [17] to improve the recognition process with language-independent and languages
adaptive acoustic models. Especially in this study, the group author introduced three different methods for multilingi
acoustic model combination which are the language separate method (ML-sep); the language mixed method (ML-MW
and the language tagged method (ML-tag). The combination is realized on mixture weiéhas and Gaussian comp'i""é'fts
per state of the acoustic model. In ML-sep combination method, each language specific phoneme is trained only wlfh'-
data from its own language. In ML-mix combination method, data is shared across different language to train acousi®
model of poly-phonemes. No information about language is attached to each poly-phoneme. ML-tag method aive.
another way to share phoneme model across languages. In this method, each phoneme receives a language tag attaﬁﬂ?‘_i_
in order to preserve to information about the language that the phoneme belongs to. The model combination has some
main goals including the reduction of overall amount of acoustic model parameters and the improvement of the model
robustness for language adaptation purposes.

Recently, in order to help the French linguists process language documentation for Yongning Na language: &l
unwritten Sino-Tibetan language with less than 50,000 speakers in Southwest China, a simplé phoneme ecognitiol
system were built in [23]. A cross-lingual model based on ML-sep combination metl;od from [17] was built from
hour speech data of five other languages (English, French, Chinese, Vietnamese and Khmer) to determine {0 what
extent Na sounds similar to sounds found in these five languages could be accurately recognized. Although the correct
error rate at first pass was high, there were some clues that the method was reasonable. ; ‘

L)
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The cross-lingual phoneme recognition therefore can be s

- e e Se
o where there I1s no traming data. I ork |
anguds" 1 a5 the target language to ;ppl:' ?he[ff this ]\.\Dri\. the under-resourced and unwritten Muong language 1s
W= jered 23 B 2 suag ) Cross-lingual™ phonemes recoeniti rethod above. Wi TR Eligls
0" mappings between Muong and Vietnamese 15 Talo [ ooty 1 Shpihclt e phos

< ) i = as in the Table 1. we try to experiment on the phoneme
for Muong language using Vietnamese phoneme recognizer - 3 ‘

en as the first step in approaching a new target

aition

IV. EXPERIMENT
.-« section presents the experiment of M i '
This sectio : ent of Muong phoneme recognition using “cross-lingual™ approach. The
_ent includes two main tasks: L sing “cross-lingual™ approach. The
‘|dine an automati cogniti : for Vi
4 uilding an autc }alm phoneme recognition system for Vietnamese: the baseline system.
appling the baseline system to recognition phoneme sequences of Muong speech.

A gaseline system: Vietnamese phoneme recognition
The baseline system was built as a simple VielParnese phoneme recognition system. This system was developed
<ing an Open source :ASR franle\\'ozk (CMU SphinX™) and training with VNSpeechCorpus [20] consisting of 20 hours
¢ recorded speech with more than 30 speakers from North of Vietnam. Unlike training for a typical ASR system, the
[ing process of acoustic model for phoneme recognition system uses the input of speech signal transcribed in

-emes. instead of no}"mﬁl words. Therefore, all the transcriptions in training corpus were converted into phone
© .nces. as shown in Figure 1.

Chang viée gi phai gap ca
cady viaSk zi2 fadj y¥7p ka4
caXNGsevieksezisefajseG7Xpseka

“izure 1. Example of training speech and transcription in Vietnamese word (top), in IPA (middle) and in XSAMPA (battom)

The XSAMPA transcriptions were used as the input for training the model. Note that we used “se” to represent
(he boundary between syllable, and it was considered like a single phoneme. In this pilot work. we did not take into
:ccount the tones of Muong. So the transeription for training (in XSAMPA) had no information of tones (see Figure 1).
The system was trained using the default configuration of CMU SphinX toolkit, with 3-state HMMs lefi-to-right, 64

Caussian mixtures, pronunciation dictionary in phone-phone template. We deal with context-dependent acoustic model
nly the phones.

After training process, the baseline system was firstly evaluated in Vietnamese phoneme recognition. The test
¢t for this evaluation consisted of 774 Vietnamese speech sentences (corresponding to more than one hour of speech)
with phone transcriptions. These sentences were put into the baseline system to get the outputs of 774 corresponding
Phoneme sequences. The correct recognition rate was calculated by comparing output phoneme sequences and the

correct phone transcription of input speech. Overall, the average of correct recognition rate of Vietnamese phone is
about 74.5 %,

4.2. Cross-lingual phoneme recognition for Muong

After building the Vietnamese phoneme recognition system (the baseline), we used this system to recognize the
Muong phoneme sequences of Muong speech. This task was done simply, thanks to the phonology comparison
between Viet-Muong languag_e p‘réséﬁtﬁd in the section II. The input of baseline system was Muong speech. A simple
conversion of the Vietnamese phone to Muong phone was applied on the output of system.

* For the equivalent phoneme group and closed phoneme group (Gariltgblesl)y Thess phonsmesinMuong are
mapped to the correspondmg phonemes in Vietnamese. The phoneme /p/: not exist in original Vietnamese
phone set, however this phon appear in many Vietnamese loan word, for example “cye pin ™ - /kukp piln/. So it
can be considered as an equivalent phoneme.

*hitpg.
'psi/lemusphinx. github.io!



e exist in Hanoi standar :
* For the distinctive phonemes in Muong: The phoneme /#/ does not ex £ andard Vig

thams

o smes /hr/, K, /tll are the speci 5
always be pronounced as /z/ (i.e “‘cdi r0” - /kaj zo/). The mm”l"'mbf]-}';:: ﬂtlhcrk‘c C'us:es are n&cmﬁc phoﬂem‘;and

. : “ o) S, ] & ¢ (4 i1 o
Muong and difficult to transform to any phoneme in Vietnamese. Tht cmmder&d in fhﬁf
Study and will be dealt in the future work. i

For evaluation, we used a test set of Muong speech consisting of 100 ulh?rﬂn'cr:s b’lﬁ‘lf“\‘?”’ by one female $Pes
from Muong television program, Hoa Bink Radio and Television. rl'hcsc.spccch bl}_.’,l‘ldlblf’b u:(.'_n.,lilnua]ly transerip! ey
Muong phoneme sequences by two linguists who have experiences with Muung_ 1.3] ‘If]!?lili&'L 0 get the re eeﬂm["
These speech signals of Muong speech were put into the baseline phone I‘L‘Cﬂgll““o" "-‘-\:"’re\m t0 get the Victn-a'm i
phoneme output. The mapping rules above were applied to convert all V:c:uun_nc.s:: ph‘om,‘nu, outputs qflhe lest Se[ese
the Muong phonemes. These outputs in Muong phonemes were compared with the reference transeriptiopg o f
Speech to evaluate the performance of the system. %

V. RESULTS

The objectives of result analysis are to (1) evaluate the performance of phonlen_ie recognition system buil .
Vuemamgse pheneme set on Muong speech; and (2) examine the similarities, the dlSU"_C“O”S and the confu-si-m]s_u_f
phoneme systems between these two familiar languages, using speech processing application.

5.1. Phoneme recognition

The correct recognition rates of Muong and in Vietnamese phonemes are presented in Figure 2 in tw
equivalent phonemes and closed phonemes, Globally, most of phonemes are recognized in both of fangu'ages_ In
Vietnamese, all of phonemes are recognized with the correct recognition rate from 30 % to 90 %. The come,
recognition rate of phonemes in Muong is varied from 10 % to 70 %. In most of cases, the correct recognition rate of
Muong is 15 % to 25 % lower than in that of Vietnamese. This is a fairy good result and shows that the phone :

O groups:

me mode|
of Vietnamese can be used to recognize most of phonemes in Muong language.
o B Vietnamese Muang
-
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Equivalent phonemes T e e e

Closed phonemes
Figure 2. Correct recognition rates of Vietnamese and Muong phonemes

In more detail, there is no significant different in phonemes recognition of Muong between the equivalent group
and closed group. Both contains well-recognized phonemes (correct recognition rate >50 %) and hard]y-recogﬂ_i?_.?-d
phonemes (correct recognition rate <10 %6). In the equivalent group, phonemes are well recognized are /I/, /2h s “"[
/i, while in the closed group they are phonemes /¢/, /x/. The phonemes /p/. /1/ /K, /s/ are difficult to recognized mthe
equivalent group and the same for /y/ phoneme in ¢closed group. The phonemes /¢/, /s/ have very low correct recognition
rate (S %). The phonemes /p/ is nearly unrecognizable. And even for other languages these phonemes are hard t b?_.
recognized automatically. The case of /j/ phoneme is interesting. The correct recognition rate of /j/ in Muong langg?&?
is 62 % which is even better than the correct recognition rate of /j/ in Vietnamese (52 %). Perhaps, in Vietnamesé
(Hanoi dialect), this phoneme is typically pronounced as /=/ phoneme (e.g. the word “gido duc” is pronoul‘lcﬁdhke-_
“ddo duc"), but this case is not appeared in Muong language. The syllable boundary (“se™) has a very high cort®
recognition rate for both of languages (80 %- 90 %_). That confirms the similarity of syllable structure between t
languages (monosyllabic languages). We suppose that the acoustic mode| for these phonemes with a simple 01055
lingual training processed from Vietnamese speech can be used to apply to Muong language.

5.2. Phonemes confusion

The confusion matrices of Muong phonemes recognition were presented in Figure 3, by, come!
confusion recognition rate (in %) from one phonemes to the pther phonemes. According i at
phonemes of Muong are well recognized and have no confusion with other phonemes such as /1, /z/, /jl, lal
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eciprocal confusion. Some phonemes have a good correct
another phoneme such as /m/ to /b1, ful to fof, /B to /df, /f] to
confused to phoneme /d/. Two phonemes /p/ and /y/ are also
confusion with other phonemes. Actually, in the output of
i _hl.g]_] non-recognition rate of 41.4 Y. That means in half Df:
Con ratrsit bchSIgonec] to any ther phonen?es in the acoustic mode'i of
qext step we will continue to analyze this problbi more accuracy if the test set is balanced in phoneme. So in

onition rate, however sometime the

_ s ¢ ~ YICY are confused tq
phoneme /i/ 1s nearly unrecognizab

le and strongly be

find a major
T : jor
ome confusion matrix, the phoneme pl have a Very

VI. CONCLUSIONS

This paper pr ess/_“_tf t?e first experiment of building a phonemes recognition for Muong, an under-resourced and
sritten language m Vietnam. Following the cross-lingual approach, an acoustic model trained on Vietnamese speech
equnce of Muong phonemes. The fairy good result (an average of
this is a potential approach, which can be quickly applied to create
anguage without available training data. The result analysis also
n Vietnamese and Muong languages. Some interesting cases were
alyses which need more study in the future.

As a pilot study, the result in this experiment will be the ba

ure wﬂll'k WH} ilsof (lieﬂl with ‘-:U_n:.c: remain prc_)hlems such as: (1) processing the distinct phonemes in Muong, (2)
dying the effec ]E]M angUEIlgL model in cross_lmgual phonemes recognition, (3) taking into account the dialect and
wal information o uong language, and also (4) adaptation of Vietnamese acoustic model to Muong acoustic model.

re than 50 % correct recognition rate) shows that
qutomatic phoneme recognition for a minority |
vs some similarities and the distinctions betwee
id in the phonemes recognition and confusion an

sic for our work in Muong language processing, The
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Figure 3. Phonemes confusion matrix of Muong (The darker cell presents the higher rate of recognition/confusion)
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