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Abstract. The direction of the stock market is always complex, stochastic, and 

highly volatile. In addition to traditional forecasting models such as linear regres-

sion and Automatic Regression Integrated Moving Average (ARIMA) models, 

analysts are now trying to apply modern deep learning models to predict trends 

direction of the stock market to achieve more accurate forecasting. In this con-

ducting research, we have investigated and applied the state-of-the-art deep learn-

ing sequential model, namely the Stacked Long Short-Term Memory Model 

(Stacked LSTM) to the prediction of stock prices the next day. The experimental 

result on three benchmark datasets: stocks of Apple Inc. (AAPL), stocks of An 

Phat Bioplastic JSC (AAA), and stocks of Bank of Foreign Trade of Vietnam 

(VCB) has shown the effectiveness of the predictive model. Furthermore, we dis-

covered that the suitable quantity of hidden layers is two, and when we continue 

to increase the quantity of hidden layers to three or four, the Stacked LSTM 

model does not improve the predictive power, even though it has a more complex 

model structure. 

Keywords: Stock Price Prediction, Stock Forecasting, Time Series Forecasting, 

Stacked LSTM. 

1 Introduction 

Stock prices have been a popular topic in the modern economy. In the stock market, 

because of high volatility, the stock price prediction has an important impact on the 

decisions in trading and investing. Hence, stock price forecasting has been an interest-

ing field for researchers, traders, investors, and corporate. 

Financial time series with flexible and complex variables are not easy for forecast-

ing. Data of the stock market are numerous and almost nonlinear, so we must develop 

models which can dissect many hidden layers. Traditional statistical analysis models 

have been widely used for a long time in economics and finance data analysis, including 

stock forecasting problems, such as exponential smoothing and Autoregressive Inte-

grated Moving Average (ARIMA)  [1]–[3]. Recent studies have shown that deep learn-

ing models are capable of exploring hidden and dynamics patterns in the data by learn-

ing themselves, so these models can give better forecasting results than statistical [4]. 
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Furthermore, Recurrent neural networks (RNN) are powerful types of neural net-

works designed to resolve sequence dependence. RNN uses not only the input data, but 

also the previous outputs for predicting the current output, so it is considered the net-

work for sequential data. RNN association of the nodes makes a directed diagram and 

internal memory themselves are used to deal with flexible input sequences. The state 

of each node is time-varying by the real-valued activation function. The learning model 

in RNN is determined by transition between states so it always has the same input size. 

Otherwise, the same transaction function which has the same parameters at each step 

was used in the system [4]. 

A type of RNN is the Long Short-Term Memory network (LSTM) which has large 

structures and is used to train data with a successful outcome. An issue RNN faces are 

having vanishing and exploding gradients. To address these issues, LSTM networks 

operate "computational gates" which help handle data and keep more needed infor-

mation. Hence, LSTM models have outperformed with time-series data, compared to 

other sequences [5]. Furthermore, the price forecasting in the stock market has been 

implemented with more highly accurate by using LSTM networks. Di Persio and Hon-

char performed three kinds of RNNs, namely: a basic RNN, an LSTM, and a Gated 

Recurrent Network (GRU), and included that the accurate results of the other RNNs 

were not good as the LSTM which was at 72% [6]. Pang et al. suggested two LSTM 

models to forecast the stock market: one had an embedding layer, and another had an 

autoencoder. The outcomes of the LSTM with embedding are more quality, with the 

result of accuracy being 57.2, compared to 56.9% of another [7]. 

There are some crucial factors to improve the performance of DNN architecture for 

prediction. Hiransha et al. showed that large of data is the first factor according to the 

bigger of the quantity of data, the higher the quality result of the model [4]. Otherwise, 

Adding or reducing the quantity of hidden layers is also affected to perform of models. 

The research of Karsoliya confirmed that the model can be had issues in training after 

the fourth layer. Moreover, the size of hidden notes in each layer can be followed by 

the thumb regulations that the hidden layer has a quantity of nodes is 2/3 the quantity 

of nodes in the input layer [8]. Hossain et al. performed two models LSTM and GRU 

for prediction. First, the features were passing the LSTM to work for forecasting. And 

then this forecast result was got to the GRU model to perform one more forecasting. 

The outcome of this model was better than the performance of the LSTM model or 

GRU model when they worked independently [9]. In recent years, combining models 

for forecasting have become popular, so the optimization of each model is considered. 

Assunta et al. predicted stock prices by implementing the multilayer perceptron (MLP) 

model. It found that in each layer, the optimization of the size of hidden layers and 

hidden nodes performed differently in each case and must be investigated through trial 

and error [10].  

Many models have been used to predict stock price, but LSTM still has been one of 

the most common choices for experiments with successful results. Motivated by this 

trend, in our study, we investigate the Stacked LSTM models by considering the num-

ber of hidden layers, hidden nodes in each layer, and size of data aiming to find out the 

optimized model for forecasting stock price. The models have been verified with three 

datasets collected from the daily stock prices in the past of three companies, namely: 
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Apple Inc. (AAPL), An Phat Bioplastic JSC (AAA), and Bank of Foreign Trade of 

Vietnam (VCB). 

The structure of the paper is arranged as follows. In Section 2, we introduce brief 

presentations of the LSTM and then the Stacked LSTM model - the model that we will 

optimize architecture for stock price prediction. We then provide some empirical anal-

ysis to point out the params settings for the Stacked LSTM model to achieve the best 

prediction outcomes in the next part - Section 3. Finally, the last section - Section 4 is 

a conclusion. 

2 Methodology 

2.1 Long Short-Term Memory 

A particular model of RNN is the LSTM network which introduces an internal cell state 

or memory state and gating mechanisms. It can retain short-term memory while cap-

turing long-range dependencies in data [11]. The LSTM models were applicated in the 

financial domain [9],[10], sequence learning domain [14] and have achieved a lot of 

results. 

Each cell of LSTM works with gates: Input gate (𝑖𝑡), output gate (𝑜𝑡) and forget gate 

(𝑓𝑡) (see in Fig.1) [5], [15], [16]. 

 

Fig. 1. LSTM cell [15] [13] 

The forget gate will get which candidate data from the previous cell state and clear 

out. It takes the inputs and output of the previous hidden state (ℎ𝑡−1), and input of 

current state (𝑥𝑡), and input them through the sigmoid activation function (𝜎) which 

each value output is a vector between 0 and 1. The output is 0 means that the infor-

mation is removed while 1 indicates that the information is kept. 

The input gate with another sigmoid layer will choose the value to update in the cell 

state. A memory cell (�̃�𝑡) is also created which uses tanh activation function on the 

same inputs, but the output is between -1 and 1. The information from the cell state is 

dropped with the negative result and is added with the positive value. The result was 
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defined by how much each cell state should be updated, and times the output from tanh 

and input gate sigmoid activation: 

                                            𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (1) 

                                            𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (2) 

                                            𝐶�̃� = 𝑡𝑎𝑛ℎ(𝑊𝐶 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) (3) 

Finally, a new cell state was obtained by the forget vector (𝑓𝑡) times the previous 

cell state (𝐶𝑡−1) and the result is added with the multiplication between input gate and 

tanh vector: 

                                            𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶�̃� (4) 

The output gate (𝑜𝑡)  (a sigmoid layer) will be used to filter output for the next step, 

and return to the hidden state (ℎ𝑡): 

                                            𝑜𝑡 = 𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (5) 

                                            ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡) (6) 

2.2 Stacked LSTM 

The foundational LSTM model includes only one hidden layer. The network was ex-

panded by adding hidden LSTM layers called Stacked LSTM.  Each hidden layer of 

this network includes multiple cell states which are piled on top of each other. Further-

more, we receive one outcome after each input time step through each layer. Therefore, 

each hidden layer of LSTM can have a sequence output for all input time steps, instead 

of one output like other models [17]. 

A Multilayer Perceptron becomes deeper when more hidden layers are added. The 

learned performances through training process from previous layers were collected by 

the expanding hidden layer and create a new performance of networks which was de-

veloped to high levels of abstraction. Hence, the approach for prediction was improved 

with more accuracy based on the multi-layer model [18], [19]. 

Nowadays, Stacked LSTM is a strong method to handle the complex sequence data 

for forecasting as of result of outperforming [20], [21]. 

3 Experiments and Results 

3.1 Datasets 

The conducting research was done for three datasets of stock price, namely: AAPL 

stock was obtained from Yahoo Finance which is used widely in research for forecast-

ing stock price; AAA stock and VCB stock which were collected from Vietstock [22]. 

The daily history prices of AAA stock and VCB stock are from 5 January 2015 to 31 
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December 2021, including 1744 and 1749 data points, respectively. AAPL stock is be-

tween 31 January 2015 to 29 December 2019, with 1236 data points. The attribute cat-

egories of these data have six types, namely: Open, High, Low, Close, Adj Close, Vol-

ume (see in Fig.2). 

 
(a) 

 
(b) 

 
(c) 

Fig. 2. Stock price performance: (a) AAPL stock price, (b) AAA stock price, (c) VCB stock price. 
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3.2 Parameter settings and evaluation metrics 

We use Keras library for Python to implement DNN model and Jupyter Notebook was 

used to conduct the analysis. To define the LSTM dataset, the data of the model was 

divided into two sets: the training data was indicated for 80% of the dataset and the test 

data was set for the rest with 20%. The quantity of layers in the Stacked LSTM model 

was designed from 2 to 4 hidden layers. A dropout layer was set before the Dense layer 

to avoid overfitting. The regulation of thumb method was applied so the quantity of 

nodes in the hidden layers is 2/3 of the size of the input layer [8]. The detail of the 

quantity of LSTM layers for each case is shown in Table 1. 

Table 1. The quantity of layers in the Stacked LSTM model 

Quantity of LSTM layers Nodes of LSTM layers in order 

2 (45, 30) 

3 (67, 45, 30) 

4 (100, 67, 45, 30) 

 

While training data, we used mean squared error (MSE) which is popular and applied 

the most as a loss function. Besides that, the Stacked LSTM network was optimized by 

applying the Adam algorithm [15], [21], [23]. Furthermore, with big data, the model 

was performed with 30 batches, 1000 epochs, and put sliding window size was 7 days. 

Finally, the prediction models are evaluated by three used widely metrics in the re-

search community, which are Root Mean Squared Error (RMSE), Mean Absolute Error 

(MAE) and Mean Absolute Percentage Error (MAPE) where the lower value the better. 

Let 𝑁 be the number of samples, 𝑥𝑡 and �̂�𝑡 are the ground-truth and prediction results, 

respectively, the evaluation metrics RMSE, MAE, and MAPE are defined by equations 

7, 8, and 9, respectively [20], [24]. 

                                         𝑅𝑀𝑆𝐸 (𝑥, �̂�) = √
1

𝑁
 ∑ (𝑥𝑡 − �̂�𝑡)2𝑁

𝑡=1          (7) 

                                            𝑀𝐴𝐸(𝑥, �̂�) =
1

𝑁
∑ |𝑥𝑡 − �̂�𝑡|𝑁

𝑡=1  (8) 

                                            𝑀𝐴𝑃𝐸(𝑥, �̂�) =
1

𝑁
∑ |

𝑥𝑡−𝑥𝑡

𝑥𝑡
|𝑁

𝑡=1  (9) 

3.3 Results and discussion 

The outcomes of evaluation metrics from Table 2 to Table 4 showed that the case with 

2 LSTM layers in all models had the best performance with the lowest error measures. 

In the prediction models of AAPL stock prices, the RMSE is 0.725, the MAE is 0.503 

and MAPE is 0.009. AAA stock prices with RMSE, MAE, and MAPE are 0.285, 0.219, 

and 0.014, respectively. The results of VCB stock are 1.793, 0.976, and 0.010 for 

RMSE, MAE, and MAPE, respectively. The prediction graphs for these works are dis-

played in Fig.3. Otherwise, the value of error measures was increased when we added 
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more the number of LSTM layers to 3 or 4. In the case of both AAPL and VCB stock 

prices, the error measures of 4 LSTM layers were about double compared with 3 LSTM 

layers. 

Compared with other LSTM works, our performance has an important contribution 

that we can improve the model by optimizing the parameters which can make the model 

become the most efficient only with two hidden layers of architecture.  

Table 2. The performance of evaluation metrics for AAPL stock predictions 

Quantity of LSTM layers Metrics 

RMSE MAE MAPE 

2 0.725 0.503 0.009 

3 1.280 0.949 0.017 

4 2.695 1.464 0.024 

Table 3. The performance of evaluation metrics for AAA stock predictions 

Quantity of LSTM layers Metrics 

RMSE MAE MAPE 

2 0.285 0.219 0.014 

3 0.380 0.278 0.018 

4 0.352 0.261 0.016 

Table 4. The performance of evaluation metrics for VCB stock predictions 

Quantity of LSTM layers Metrics 

RMSE MAE MAPE 

2 1.793 0.976 0.010 

3 1.994 1.112 0.012 

4 4.063 3.078 0.031 

 

 
(a) 
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(b) 

 
(c) 

Fig. 3. Performance of Stock price prediction for 2 LSTM layers: (a) AAPL stock price, 

(b) AAA stock price, (c) VCB stock price 

4 Conclusion 

In conducting research on stock price prediction, we recommend a neural network 

based on optimizing Stacked LSTM architecture. One of the approaches to improve 

performance is considering specific factors which are the quantity of data, the ratio of 
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dataset divided into training and test set, the quantity of LSTM layers, and the nodes of 

each LSTM layer. Our implementation showed that we can achieve better outcomes 

after only 2 LSTM layers. The model has a lot of data that need to be trained so this 

performance helps to save the training time and complexity. Furthermore, our models 

were tested on three stock prices datasets of Apple Inc. (AAPL), An Phat Bioplastic 

JSC (AAA), and Bank of Foreign Trade of Vietnam (VCB), so it will help the traders 

and investors have more useful information to make good decisions and get more profit 

in Vietnam stock market. In future works, we will extend more crucial features that 

affect the stock price and could achieve real-time stock market forecasting in Viet Nam. 
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