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In this study, the gross calorific value (GCV) of coal was accurately and rapidly determined
using eight artificial intelligence models based on big data of 2583 observations of coal
samples in the Mong Duong underground coal mine (Vietnam). Accordingly, the volatile
matter, moisture, and ash were considered as the key variables (inputs) for determining
GCV. Seven artificial neural network (ANN) models were developed to estimate GCV as
the first stage. Subsequently, the best ANN model (with the highest performance) was
selected as the initial ANN model for the optimization process, i.e., ANN 3-12-9-1 model.
The particle swarm optimization (PSO) algorithm was applied to perform a global search for
the optimal weights/biases of the selected ANN model. This novel procedure is denoted as
PSO-ANN. A variety of performance metrics was used to assess the quality of the training
process, as well as the models� performance in the testing dataset. The results revealed that
the models developed in this study could determine GCV rapidly and accurately. Of those,
the PSO-ANN model provided the highest accuracy in estimating GCV of coal with a root-
mean-squared error of 182.476, the correlation coefficient of 0.964, the variance accounted
for of 96.411, and mean absolute percentage error of 0.016. Besides, the analyzed and
compared results also indicated that the PSO algorithm played a significant role in improving
the accuracy of the ANN model. It was introduced as an alternative solution to determine
the GCV of coal in practical engineering rapidly.

KEY WORDS: Coal, Heating value, Gross calorific value, Energy efficiency, PSO-ANN, Machine
learning.

INTRODUCTION

Coal is a sedimentary type of rock formed from
traces of ferns and other primitive animals that were
covered and buried over millions of years. It is a
combustible, black, or dark brown matter (Sivrikaya
2014). It mainly consists of carbon with some other
elements, such as hydrogen, sulfur, oxygen, and
nitrogen (Bustin et al. 1993; Fagerbakke et al. 1996;
Scott 2002; Dong et al. 2011). Many industrial
products can be produced from coal, and it is mainly
used in thermal power plants, metals, and chemicals
(Carraher Jr 2017; Stanger et al. 2018). Nowadays,
the global demand for energy is increasing because
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of accelerating industrial development. Thus, coal is
considered one of the primary fossil fuels that has a
significant role in energy generation, particularly in
thermal power plants (Balaeva et al. 2018).

To evaluate the quality of coal as a fuel, gross
calorific value (GCV) is considered as an essential
indicator (Dung et al. 2020). It has been used in
many standards, such as ISO 1928, ASTM D2015,
ASTM D3286, CEN/TC 335, and CEN/TS
14918:2005 (Küçükbayrak et al. 1991; Shirazi et al.
1995; Vassilev et al. 2010). To measure GCV,
calorimeters have been applied with high accuracies,
such as 6200 automatic isoperibol oxygen bomb
calorimeter, 6790 detonation calorimeter, 6050
automatic PC bored calorimeter, 1341 plain jacket
calorimeter, to name a few. However, these instru-
ments are high-cost, and the operator time per test
is � 6 min (Parr 2020). Many scientists demon-
strated that ash, volatile matter, moisture, fixed
carbon, hydro, nitro compounds, oxygen, and sulfur
contents have a significant effect on GCV of coal
(Andres and Bona 2005; Majumder et al. 2008;
Jorjani et al. 2009; Le et al. 2018; Duoc et al. 2020;
Yao et al. 2020). They can be easily measured by
coal ash volatile matter measuring instruments,
near-infrared spectroscopy, or laser-induced break-
down spectroscopy (Posom and Sirisomboon 2017;
Lu et al. 2019) with low-cost and high performance
with many samples per time. In addition, proximate
analysis can also be applied to determine these
parameters based on standards. Based on these
parameters, GCV can also be relatively calculated
by empirical equations (Mason and Gandhi 1983;
Given et al. 1986; Balaeva et al. 2018). However,
their accuracy is lower than intelligent calorimeters.

To overcome the above drawbacks of the GCV
measurement and empirical equations for calculat-
ing GCV, many researchers studied and applied
artificial intelligence (AI) techniques to estimate the
GCV of coal based on the ash, volatile matter,
moisture, fixed carbon, hydro, nitro compounds,
oxygen, and sulfur contents in coal with promising
results. Previous researchers indicated that AI
techniques are not only providing high efficiency in
terms of energy but also most of the real-life prob-
lems (Bui et al. 2019b, 2020a, b; Guo et al. 2019a, b;
Nguyen 2019; Nguyen et al. 2019a, b, e, 2020;
Nguyen and Bui 2020; Nhu et al. 2020; Tran 2020;
Zhang et al. 2020a). Patel et al. (2007) developed
several artificial neural network (ANN) models to
predict the GCV of coal in India, and they referred
to as the robust model for estimating GCV of coal.

In another study, Mesroghli et al. (2009) also used
ANN and regression analysis for the similar aim of
GCV prediction, and they also found a good result
therein. Based on AI techniques, Feng et al. (2015)
developed and compared the support vector ma-
chine (SVM), ANN, and alternating conditional
expectation models in estimating GCV of coal. They
indicated that the SVM model provided the best
performance in determining the GCV of coal. Matin
and Chelgani (2016) used another AI technique, i.e.,
random forest (RF) algorithm, for predicting GCV
with satisfactory results. Whereas Hadavandi et al.
(2017) found a similar result as those of Feng et al.
(2015) when used the SVM model to estimate GCV
and investigate its relation to the coal properties. Lu
et al. (2017) successfully developed a hybrid AI
model to predict the GCV of coal with high accu-
racy. Accordingly, they developed an ANN model
optimized using the genetic algorithm (GA) (i.e.,
GA-ANN). Additionally, a new hybrid AI model
was proposed by Baghban and Ebadi (2019) based
on adaptive neuro-fuzzy inference system (ANFIS)
and GA, i.e., GA-ANFIS, which generated very
accurate predictions. Another hybrid AI model was
also developed by Bui et al. (2019a) for predicting
GCV, namely PSO-SVR model, and they claimed
that the PSO-SVR model can precisely predict GCV
with high reliability. In another study, Liu and Lv
(2020) applied ANN to calculate GCV of coal, and it
has been confirmed that better than empirical for-
mula.

As reviewed above, AI models have been
developed to estimate GCV, especially the ANN,
ANFIS, and SVR models. However, they do not
apply in all areas. Furthermore, novel AI models
with the accuracy improved are challenging and the
goals of researchers. Therefore, this study proposed
a novel hybrid AI model based on a nature-inspired
algorithm (i.e., particle swarm optimization (PSO))
and ANN to estimate GCV rapidly, called PSO-
ANN model. Whereas previous studies used ANN
models (without optimization) or optimized by the
GA (i.e., GA-ANN model), the main difference of
this study is the use of the PSO algorithm to opti-
mize the ANN model aiming to improve the accu-
racy of the single ANN model. Herein, seven ANN
models were developed to determine the GCV of
coal rapidly as the first stage. Then, the best ANN
model among seven ANN models developed was
selected and further optimized by the PSO algo-
rithm, as the second stage. The obtained results were
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then compared and evaluated through performance
indices.

STUDY SITE

In this study, the Mong Duong underground
coal mine in Vietnam was selected to collect and
analyze coal samples. It is located within 106� 36¢
23¢¢ E–106� 36¢ 47¢¢ E and 21� 04¢ 10¢¢ N–21� 04¢ 30¢¢
N in a province of Northern Vietnam (Fig. 1). From
a geological perspective, the study site has a com-
plex geological structure that contains several faults
and folds (Vite 2017). Stratigraphic studies revealed
that the mine comprises 600–800 m of coal-bearing
sediments originated from the Hon Gai Formation
(T3n-r hg) (Fig. 2). The thickness of coal seams in the
mine differs according to location. Coal seams
alternate with layers of siltstone, gravel, claystone,
and sandstone. The coal in the Mong Duong mine
can be classified as anthracite and bituminous coal,
which is black, homogeneous, and brittle. In addi-
tion, it has a glass or metallic luster and contains
black and gray markings. In addition, it has a high
calorific value, low sulfur content, and low volatile
matter. Therefore, it is mainly used in thermal
power plants and industries. Indeed, the rapid
determination of the GCV of coal has an essential
significance in mining selection, as well as neutral-
izing coal quality to ensure requirements for thermal
power plants and other industries.

DATA COLLECTION AND ANALYSIS

According to previous researchers, GCV of coal
can be affected by ash, volatiles, moisture, fixed
carbon, water, nitro compounds, oxygen, and sulfur
content (Wu et al. 2017; Gómez et al. 2018; Musa
et al. 2018; Bhatt et al. 2019; Zhang et al. 2020b).
However, many researchers claimed and recom-
mended that ash, moisture content, volatile matter,
and fixed carbon should be used to estimate GCV of
coal (Matin and Chelgani 2016; Wen et al. 2017;
Begum et al. 2019; Onifade et al. 2019). Therefore,
ash, moisture content, volatile matter, and fixed
carbon were taken into account as the influential
parameters that can be used to estimate GCV of
coal. Considering the fixed carbon, it was deter-
mined based on the ASTM method D2013 or ASTM
practice D346. Accordingly, fixed carbon can be
calculated by the following equation:

Fixed carbon ¼ 100� Moistureð Þ þ Volatileð Þ þ Ashð Þ½ �; %
ð1Þ

From the statistical point of view, it is clear that
the fixed carbon, moisture, volatile, and ash have a
high correlation based on Eq. 1. Therefore, fixed
carbon should be removed to ensure the accuracy of
the predictive model. Finally, only moisture (M),
volatile matter (VM), and ash (A) are used to esti-
mate GCV of coal in this study.

For data collection, 2583 coal samples from
different coal seams in the Mong Duong under-
ground coal mine were collected and analyzed
(Vite 2017). GCV was determined by the Bomb
calorimeter (Model Parr 6200) based on the ASTM
standard (D5865-04). The input parameters (i.e.,
M, VM, and A) were determined by proximate
analysis based on the ASTM standard (D3172).
Some of the samples, as well as the distribution of
the GCV dataset used, are illustrated in Table 1
and Figure 3.

PRINCIPLE OF THE AI METHODS USED

Artificial Neural Network

ANN is a soft computing technique that is
developed based on the structure of the human
brain. Neurons are interconnected within the ner-
vous system and the human brain to solve problems
in real-life. An ANN comprises several (or many)
neurons, and each neuron has an input/output
characteristic and implements a local function or
computation (Hajian and Styles 2018). In ANNs,
neurons are connected through the network func-
tion, and they process data by mapping them from
the input to output data streams (Azoff 1994). The
performance of the ANN model can be controlled
by monitoring the values between connections (i.e.,
weight and bias) (Schalkoff 2011). For an ANN, all
input parameters are collected at the hidden layers,
i.e., at each hidden neurons/nodes, via weights. Bias
is the sum of hidden neurons/nodes. A specific
function can be applied to transform biases (Van
Gerven and Bohte 2018), which are then transferred
to the next hidden layer(s). Finally, the outcomes
are computed in the output layer based on the
transformations and targets. Figure 4 illustrates the
general structure of an ANN model to predict GCV
herein.
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Particle Swarm Optimization

Eberhart and Kennedy (1995) introduced the
PSO algorithm as a stochastic optimization tech-
nique, which simulates the social behaviors of
groups of animals, such as herds, fish, and swarms of
birds or insects. Animal groups use a collaborative
way for finding food sources, in which individuals
are continuously changing the search method used
to find out the best food sources based on their own
experience and that of other members in the swarm
(Wang et al. 2018). The PSO algorithm was designed
based on an evolutionary algorithm (EA) and arti-
ficial life (AL). Like EA, PSO also uses a feature of
the swarm, which is concurrently searching a wide-
reaching area in the feature space of the objective
function being optimized. PSO applies the charac-
teristics of AL for finding the optimal solution.
According to Millonas (1993), the swarm AL model
that employs a collaborative behavior was based on
five basic principles:

1. Proximity: the swarm implements simple
time and space computations.

2. Quality: the swarm can sense the difference
in environmental quality and give feedback
based on it.

3. Different response: the swarm does not limit
the methods of acquiring resources to a
narrow bound.

4. Stability: the behavior of the swarm does not
change according to the environmental fluc-
tuations.

5. Adaptability: the behavior of the swarm
change with a good chance. Note that this
opposes the fourth principle.

PSO can update their locations and velocity of
particles to meet the quality and proximity require-
ments in the PSO algorithm, depending on the
change in the environment. This action enables the
swarm to find the optimal solution in a global search
space continuously. In PSO, particles can keep their

Figure 1. Location of the Mong Duong underground coal mine.
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velocities while changing their motion in the search
space to adjust to the change in the environment.
Therefore, the PSO system can satisfy all five prin-
ciples of AL systems. Figure 5 shows the pseudo-
code, which is applied when searching for an optimal
solution using the PSO algorithm.

PSO-ANN Model for GCV Estimation

The PSO-ANN model can be developed in two
steps:

� Step 1: Developing an initial ANN model
with parameters that can be used to control
the accuracy of the ANN model (i.e., weights
and biases).

� Step 2: Optimizing the parameters of the
initial ANN model. In this step, the weights
and biases of the developed ANN model
were optimized by the PSO algorithm aiming
to get better performance of the ANN model,
called PSO-ANN model.

Herein, M, A, and VM were considered as
the model inputs for estimating GCV as described
above. In the first stage, the training dataset with
the input/output parameters, seven ANN models
will be developed. Subsequently, the best ANN
model is selected for PSO-ANN optimization.
Root-mean-squared error (RMSE) function
(Eq. 2) is used as an objective function for eval-
uating the performance of the optimization pro-
cess of the proposed PSO-ANN model. The
process that reached the lowest RMSE is the best
performance of the proposed PSO-ANN model.
Finally, the testing dataset was used to validate
the performance of the optimized PSO-ANN
model. Figure 6 shows the flowchart of the pro-
posed PSO-ANN model for predicting GCV.

Figure 2. Geological structures and stratigraphic units of the study site.

Table 1. Datasets used in the present study

Obs. M (%) A (%) VM (%) GCV (Kcal/kg)

1 0.50 8.60 3.90 6831

2 0.60 19.80 4.30 6393

3 0.20 24.40 5.20 6286

… … … … …
1017 1.88 10.80 11.30 7424

1018 2.22 10.33 5.45 7818

1019 3.01 13.54 9.19 7434

… … … … …
2154 1.15 22.01 9.04 6523

2155 1.84 25.91 9.38 5738

… … … … …
2582 1.15 11.48 7.99 7266

2583 1.67 21.08 7.39 6610
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Figure 3. Data used for the GCV prediction.

Figure 4. ANN structure for GCV prediction in the present study.
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Model Assessment

The models were assessed using four statistic
factors, including RMSE, mean absolute percentage
error (MAPE), determination coefficient (R2), and
variance accounted for (VAF). They are calculated
as follows (Eqs. 2–5):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n

X

n

k¼1

ðyk � ŷkÞ2
s

ð2Þ

MAPE ¼ 100%

n

X

n

k¼1

yk � ŷk
yk

�

�

�

�

�

�

�

�

ð3Þ

R2 ¼ 1�
P

k ðyk � ŷkÞ2
P

k ðyk � yÞ2
ð4Þ

VAF ¼ 1� var ðyk � ŷkÞ
var ðykÞ

� �

� 100 ð5Þ

where n represents the total number of data; yk, ŷk,
and y are measured, predicted, and mean of yk val-
ues, respectively. To highlight and classify the
developed models based on the performance in-
dices, the color intensity (as illustrated below) and
ranking of the individual models were used.

DEVELOPMENT OF ANN MODELS
FOR GCV PREDICTION

First, the dataset used in the ANN model
development was randomly divided into two groups.
Previous studies showed that an 80/20 dividing ratio

Figure 5. Step-by-step procedure of the PSO algorithm (Kulkarni

and Venayagamoorthy 2007).
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is suitable for training and testing the AI models
(Nguyen et al. 2018; Bui et al. 2019c, d; Nguyen et al.
2019c). Therefore, the dataset used in this study was
randomly divided between the two groups according
to this ratio (Fig. 6). It is worth noting that the
MinMax scale [� 1, 1] and tenfold cross-validation
techniques were used to avoid the over-fitting of the
ANN and PSO-ANN models.

Next, the structure of ANN models was de-
signed, which is not a simple process. Figure 4 shows
that the hardest step in the process is to create the
hidden layer(s) and hidden neuron(s), because sev-
eral hidden layers/neurons may lead to over-fitting/
under-fitting (Nguyen et al. 2018), which is a time-
consuming process(Nguyen et al. 2019d). Therefore,
we followed a trial and error procedure, and the
ANN models were based on one, two, and three
hidden layers, assuming that the hidden neurons
exist in the range between 2 and 13. The training
dataset (2068 observations) was used for modeling
GCV by ANNs. The seven ANN models that were

designed in this study are as follows: ANN 3-7-1,
ANN 3-8-1, ANN 3-9-1, ANN 3-7-4-1, ANN 3-12-9-
1, ANN 3-8-5-2-1, and ANN 3-13-9-6-1 (Fig. 7).

The performance of the seven ANN models was
assessed through RMSE, R2, VAF, and MAPE.
They were ranked using the color intensity tech-
nique to evaluate their quality on the training da-
taset. Table 2 calculates the performance indices of
the designed ANN models.

The results of Table 2 indicate that all the
performances of ANN models were excellent in
estimating GCV. ANN 3-12-9-1 showed the best
performance with the maximum red color intensity.
In contrast, ANN 3-7-1 showed the worst perfor-
mance with minimum red color intensity. In addi-
tion, ANN models containing two or three hidden
layers performed better compared to those con-
taining one hidden layer. Figure 8 indicates how
different between the predicted and measured GCV
values by individual models on the process of
training.

Figure 6. Proposed novel AI system for estimation of GCV (PSO-ANN).

628 Nguyen, H.-B. Bui, and X.-N. Bui



Figure 7. Structure design of the ANNmodels for GCV prediction: (a) ANN 3-7-1; (b) ANN 3-8-1; (c) ANN 3-9-1; (d) ANN

3-7-4-1; (e) ANN 3-12-9-1; (f) ANN 3-8-5-2-1; (g) ANN 3-13-9-6-1.
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PSO of Selected ANN model (PSO-ANN)

The optimization was performed on the best
ANN model (i.e., ANN 3-12-9-1) using the PSO
algorithm. Only weights and biases of the selected
ANN model are optimized using PSO to improve its
performance. The first step in this process was set-
ting the parameters of PSO algorithm, in which the
initialization parameters were: the number of swarm
particles (p), maximum velocity of the particle
(Vmax), individual cognitive ( /1), group cognitive (
/2), and inertia weight (w). According to Agrawal
and Kaur (2018), p has to reflect the diversity of the
swarm; thus, it was set to 50, 100, 15, 200, 250 in this
study. Kennedy (2002) recommended setting /1 and
/2 at the same values so that they satisfy the fol-
lowing condition: 0\/1 þ /2\4. Therefore, here
they were both set at 1.5. The balance between the
local and global search was ensured by setting w to
0.9. To ensure convergence and prevent an explo-
sion, Vmax was set to 2. The maximum iterations (mi)
were set to 500 to ensure the convergence of the
model, and RMSE using Eq. 1, which was used as a
fitness function to examine the performance of the
proposed PSO-ANN model. The optimization pro-
cess of the ANN 3-12-9-1 model by the PSO algo-
rithm is shown in Figure 9. Finally, the optimal PSO-
ANN model was obtained at p = 150 and mi = 135.
The other parameters of the PSO algorithm were as
mentioned above. The new improved ANN model
was then developed and called the PSO-ANN model
(Fig. 10). It is worth mentioning that the structures

of the ANN models in Figures 10 and 7e are similar,
but their weights and biases are different. In other
words, the structure of the improved ANN model in
Figure 10 was optimized than those of the ANN
model in Figure 7e.

A comparison was then conducted between the
performance before and after the optimization using
RMSE, R2, VAF, and MAPE (Table 3). The results
showed that the proposed PSO-ANN model per-
formed better than the best selected ANN model
(ANN 3-12-9-1) without optimization on the train-
ing dataset. Figure 11 demonstrates the perfor-
mances of the optimization process using PSO and
the selected ANN model (without optimization) on
the training dataset.

EXPERIMENT RESULTS
AND DISCUSSIONS

The performances of the proposed PSO-ANN
and the seven ANN models are examined and
evaluated via the testing dataset (515 samples). Ta-
ble 4 shows the results of the evaluation techniques,
which were similar to those used in the evaluation of
the models on the training dataset.

Table 4 shows the results of the proposed PSO-
ANN model that yielded the best performance be-
cause these results are superior to those predicted
with the other ANN models. It can be seen that
there are three outstanding models for predicting
GCV in Table 4 with high intensity of the red color,

Table 2. Training performance of the models

Model 

Performance metrics Rank 

for 

RMSE 

Rank 

for R2
 

Rank 

for 

VAF 

Rank 

for 

MAPE 

Total 

rank RMSE R2
 VAF MAPE 

ANN 3-7-1 207.587 0.954 95.355 0.018 1 1 1 1 4 

ANN 3-8-1 202.462 0.956 95.582 0.017 2 2 2 3 9 

ANN 3-9-1 200.001 0.957 95.689 0.017 3 3 3 4 13 

ANN 3-7-4-1 196.439 0.958 95.841 0.018 4 4 4 2 14 

ANN 3-12-9-1 187.432 0.962 96.214 0.017 7 7 7 6 27 

ANN 3-8-5-2-1 191.184 0.961 96.060 0.017 5 5 5 7 22 

ANN 3-13-9-6-1 189.945 0.961 96.111 0.017 6 5 6 5 22 

630 Nguyen, H.-B. Bui, and X.-N. Bui



Figure 8. Plots of measured vs. predicted GCVs in the training process.
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including the ANN 3-12-9-1, ANN 3-13-9-6-1, and
the PSO-ANN models. Of those, the PSO-ANN
model provided the most dominant color intensity,
and the total ranking indicated the same results (i.e.,
a total ranking of 27). Comparing the performance
between the best ANN model, which is selected in
Table 3 and the PSO-ANN model on the testing
dataset, we can see that the performance of the
PSO-ANN model is also much better than those of
the ANN 3-12-9-1 model. These findings confirmed
the performance, as well as the reliability of the
proposed PSO-ANN in practical engineering.

Furthermore, a comprehensive comparison and
evaluation of ANN models were interpreted based
on the results listed in Table 4, which revealed that
not all ANN models with several hidden layers are
efficient. For example, the performance of the ANN
3-13-9-6-1 model even was less than that of the ANN
3-7-1, ANN 3-8-1, ANN 3-7-4-1, and ANN 3-12-9-1
models, with the total ranking of only 7. These re-
sults show that the performance of the ANN 3-13-9-
6-1 model may be affected by too many hidden
layers with fewer hidden neurons. Nguyen et al.
(2018) also recommended that the ANN model may
have been under-fitting or over-fitting if using too
many hidden layers or fewer hidden neurons.

However, comparing the results on both training
and testing datasets can see that the ANN 3-13-9-6-1
model is not over-fitting or under-fitting in this case
study. Its performance is lower only when compared
to those of the other models on the testing dataset.
This can be attributed to the transmission of infor-
mation between neurons and hidden layers via
weights and biases. Figure 12 shows an assessment
of the models on the testing dataset via R2. This
assessment revealed that the optimization using the
PSO algorithm has helped to improve the accuracy
of the ANN model in predicting GCV, i.e., PSO-
ANN model. Therefore, it provides a powerful
search and optimization solution for weights and
biases of the ANN model.

As stated in the data collection section, GCV
values were determined by the Bomb calorimeter
(Model Parr 6200), and it took 6 min per sample.
Herein, this study used 2583 samples for training and
testing the performance of the GCV predictive
models. Of those, 515 samples were used for the
testing process. Whereas, the proposed PSO-ANN
model in this study took only 2-3 s to estimate the
GCV of 515 samples based on the developed model.
That is the most superior advantage of AI models
compared with the experimental methods as well.

Figure 9. Optimization of the selected ANN model by the PSO algorithm.
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In machine learning, the only training time of
AI models is concerned and measured to evaluate
the computational cost of the models. However,
the training time is recommended that is highly
dependent on the structure of the hardware of the
computer used (Madiajagan and Raj 2019; Bac-
chus et al. 2020). Therefore, the significance is low
in evaluating the performance of the models if

using the training time. In this study, a workstation
computer with the processor Xeon-X5675, 24 GB
RAM, and 64-bit operating system was used to
develop the ANN and PSO-ANN models. Of
those, the maximum training time is 2534 s for the
PSO-ANN model. Whereas, the remaining ANN
models took around 29–61 s. However, 2534 s for
developing a predictive model with big data is not
high, and as addressed above, once the predictive
model was well-developed, it can predict GCV
values rapidly (only 2–3 s). For example, this study
used 2068 samples to develop the PSO-ANN
model; then, it took 2–3 s to estimate the GCV
value of 515 samples in the testing dataset.
Meanwhile, it will take about 515 * 6 min = 3090
min (� 51.5 h) to determine GCV values by the
bomb calorimeter. Therefore, the proposed PSO-
ANN model was introduced as a rapid determi-

Figure 10. Structure of the proposed PSO-based ANN model (after being optimized).

Table 3. Comparison (based on the training dataset) between the

selected ANN model before and after optimization

Model Performance metrics

RMSE R2 VAF MAPE

Selected ANN 187.432 0.962 96.214 0.017

PSO-ANN 182.476 0.964 96.411 0.016
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nation method for estimating the GCV of coal in
this study.

CONCLUSIONS

GCV is an important indicator to assess the
quality of coal used as fuel. GCV can be accu-
rately predicted by AI techniques based on several
factors, such as moisture, ash, and VM. Predicting
accurate GCV helps mining engineers classify coal
based on the application and improve the effi-
ciency of selective extraction. Additionally, GCV
is also an essential basis for calculating input
materials for thermal and metallurgical plants. The

following conclusions are drawn from the results
of this study:

� AI techniques can be used for predicting
GCV that has high accuracy and reliability
based on the contents of moisture, ash, VM,
and FC, particularly through ANN.

� The PSO algorithm is a powerful optimization
tool that should be used to optimize ANN to
increase the accuracy of the GCV predictions.

� The proposed PSO-ANN model, which is a
robust soft computing model, predicts the
GCV of coal. Thus, it should be used as an
alternative technique in practical engineering
for determining GCV.

Figure 11. Measured vs. predicted GCV values by the selected ANNmodel before and after optimization by PSO algorithm

on the training dataset.

Table 4. The testing performance of the models

Model

Performance metrics Rank 

for 

RMSE

Rank 

for R2

Rank 

for 

VAF

Rank 

for 

MAPE

Total 

rank
RMSE R2

VAF MAPE

ANN 3-7-1 212.775 0.950 95.014 0.018 1 1 1 7 10

ANN 3-8-1 208.444 0.952 95.215 0.018 3 2 3 5 13

ANN 3-9-1 208.102 0.952 95.230 0.018 4 2 4 7 17

ANN 3-7-4-1 203.993 0.954 95.416 0.019 5 5 5 1 16

ANN 3-12-9-1 201.155 0.955 95.543 0.018 7 6 7 4 24

ANN 3-8-5-2-1 209.212 0.952 95.178 0.019 2 2 2 1 7

ANN 3-13-9-6-1 202.603 0.955 95.478 0.019 6 6 6 3 21

PSO-ANN 199.891 0.956 95.598 0.018 7 7 7 6 27
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Figure 12. Plots of measured vs. predicted GCVs in the testing process.
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