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Abstract

Land cover is a critical factor for climate change and hydrological models. The extraction of land
cover data from remote sensing images has been carried out by specialized commercial software.
However, the limitations of computer hardware and algorithms of the commercial software are costly and
make it take a lot of time, patience, and skills to do the classification. The cloud computing platform
Google Earth Engine brought a breakthrough in 2010 for analyzing and processing spatial data. This
study applied Object-based Random Forest classification in the Google Earth Engine platform to produce
land cover data in 2010 in the Vu Gia - Thu Bon river basin. The classification results showed 7
categories of land cover consisting of plantation forest, natural forest, paddy field, urban residence, rural
residence, bare land, and water surface, with an overall accuracy of 73.9% and kappa of 0.70.

Keywords: Google Earth Engine, Classification, Land Cover, Vu Gia-Thu Bon River Basin

TR I 5 B I U 25 A LR K OB g SRR 3, Moa SRR 6 v FiR B M8 25 J5dis B 4t
LTI T, AR, TR HLBE RN s R B R BR M R F 510y, B A EAR At [A]

, DRI IG AT 402, it FE LB A aHERS [ BEE 2010 454 70 AT Fngh BE 22 [a] S5 a1y Sk T 280
o ABFZETE GGE ‘& N A T 2 TSN /2, LA 2010 45 Vu Gia-Thu Bon il
TSR, R E R, NI, RERAK, K, SiEEH, R EEH, ER/RFEN L

MR K3 7 B R R AR, SUEREE N 73.9%, FlEH 0.70,



mailto:nguyenvietnghia@humg.edu.vn
http://creativecommons.org/licenses/by/4.0

FEAE RAHER S, rs, LHIEESS, Vu Gia-Thu Bon itk

I. INTRODUCTION

Building land cover and land use data from
remote sensing images has often been done using
algorithms extracted from commercial software
such as ERDAS, LPS, ENVI, GEOMATICA,
and ECOGNITION. However, with large areas,
the use of commercial software is limited by
computer hardware and algorithms from
commercial software, leading to slow processing
speeds and higher prices for mapping. Since its
appearance, Google Earth Engine (GEE) has
made great progress in significantly enhancing its
computing power and becoming completely free
to users. GEE is a cloud computing platform
designed to store and process huge data sets (at
petabyte-scale), which currently stores an
extensive catalog of earth observation data
including satellite image data and vector data [1],
[6]. [8].

The computing approach of GEE is an
application programming interface (API) that
integrates JavaScript and Python, allowing for the
easy development of parallel algorithms suitable
for large data analysis. On the one hand, GEE is
accessible through a web-based integrated
development environment (IDE) using the
JavaScript API. The web platform (IDE) allows
users to visualize images and analyze results,
tables, and charts easily. On the other hand, the
Python API provides the same set of methods for
making requests to the tool and accessing the
catalog but does not allow the visualization of the
web IDE [6]. The GEE Python library processes
requests to GEE and receives results. The
information returned to JavaScript is displayed in
the browser. Spatial information is displayed with
the Google Maps application programming
interface and graphical data is visualized with the
Google API.
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Figure 1. The infrastructure for developing spatial
applications provided by Google [1] (cloud computing
platform — data catalog — Google Earth Engine)

Land cover/land use data from remote-sensing
images can be built based on approach scales and
classification algorithms. In general, the approach
scales can be divided into three categories:
approach by pixels, approach by sub-pixels, and
approach by objects (superpixels). The pixel-
based approach scale usually relies on the
spectral value of each pixel; as a consequence,
the obtained land cover data after classification
are often spotted with other land cover types,
especially when the image has a high resolution
[2]. That is why currently the object-based
approach is preferred because this approach takes
contextual information into account and can
eliminate spot contamination in classification
results.

Classification algorithms are often categorized
into small groups, such as tested and non-tested
classifications, parametric and non-parametric
classifications, or hard and soft classifications.
However, these classification algorithms are
often affected by parameters such as the selection
of classification samples, the uniformity of the
study areas, the sensors, and the number of
classification classes. Therefore, new
classification algorithms with higher accuracy
classification are constantly being developed.
Among them, machine learning classification
(MLC) is one of the most reliable and
increasingly used classification methods in
remote sensing [3], [4], [7].

For the above-mentioned reasons, the authors
of this paper have developed land cover data for
an area in the Vu Gia-Thu Bon river basin based
on GEE. An object-based classification approach
and random forest (RF) classification (an
algorithm of MLC classification) were used for
Landsat thematic mapper (TM) images from
2010.

Il. STUDY AREA

The selected study area was a section of the
Vu Gia-Thu Bon river basin (Figure 2). The basin
is located in Central Vietnam and covers over
10,000 km?. The Vu Gia-Thu Bon river basin is
one of the nine largest basins in Vietnam,
stretching from 14°57'10" to 16°03'50" North
latitude and from 107°12'50" to 108%°44'20" East
longitude. It includes a small part of Kon Tum
Province, the whole of Quang Nam Province, and
the city of Da Nang.
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Figure 2. Vu Gia-Thu Bon river basin

The study area was over 5,000 km? in size. Its
terrain is quite complex, strongly divided, and
tends to gradually tilt from west to east. This area
has a variety of terrain types like high mountains
in the west, midlands in the center, and narrow
plains and coastal sand dunes to the east. While
the mountainous terrain has an average altitude of
700-800 m with the highest over 1500 m, the

hilly terrain has an average altitude of 100-200 m.
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The coastal plains are relatively flat with altitudes
below 30 m.

I11. LAND COVER MAPPING

Figure 3 shows the steps for land cover
mapping of the study area in the Vu Gia-Thu Bon
basin based on the object-based approach scale
and RF classification on the GEE cloud-
computing platform.

DEM SRTM

Image fragmentation (SNIC)

T Random Forest (RF)

classification

Assessment

= = = = e e e ——

Google Earth Engine ;*

Exporting vector to Google Drive By -
Figure 3. Map of steps for land cover mapping of the study area in the Vu Gia-Thu Bon basin on Google Earth Engine

First, the input including the Landsat 5 image
database and Shuttle Radar Topography Mission

DEM data at 30 m resolution was prepared. Next,
study area images for March 24, 2010 from the
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Landsat 5 image database were selected. Then,
the NDVI plant index was calculated according
to the following formula and the slope was
mapped:

NDVI =
(NIIR —

R)/(NIR + R) 1)

where NIR is the spectral reflectance value in the
near infrared channel (channel 4), and R is the
reflectance value of the red channel (channel 3).

Second, image fragmentation, the process of
aggregating single pixels into an object
considering the contextual information of the
adjacent data areas, was carried out. The image
fragmentation creates areas or objects based on
specific parameters such as geometry, scale, and
uniformity. In this study, the simple non-iterative
clustering (SNIC) algorithm was applied for
image fragmentation.

The algorithm starts with initializing the
central pixels by the pixels selected in the image
plane. The relationship between these pixels and
the central pixels is measured by the distance in
the five-dimensional space (color space and
spatial position) according to the following
formula [9]:

d_;l'_.k =

| i z . z
(hejmsdl, | llej—exll,
=

™

)
where spatial position x = [x ¥]7, the CIELAB
color spacec = [l a B]7, and s and m are the
normalized factors for spatial and color distance.
For images with N pixels, each obtained pixel
cluster K will have N/K pixels. Assuming the
image cluster is square, the value s in Equation

(2) will be s = /N /K. m is the tightness factor
which is selected and supplied by the user.

Starting from the central pixel, the SNIC
algorithm selects the next pixel to add to the
cluster. The selected pixel is the pixel with the
smallest distance to the central pixel among the
4-8 pixels near the central pixel.

The data to be fragmented included 6 image
channels of Landsat 5 data (3 channels in the
visible range, 1 near-infrared channel, and 2
medium-infrared channels), NDVI data, Shuttle
Radar Topography Mission data, slope data, and
aspect data. The parameters in this study were
selected to suit the image fragmentation of the
study area. These parameters included a

fragmentation size of 30, density of 7, adjacent
data of 4, and ad

%

The third step identified the land covers and
created sample data. Sample data and reference
data were used for classification, and their
accuracy were interpreted from the 2010 Google
Earth images. Sample data were selected
randomly with a sample size of 976 polygons for
all 7 types of land cover. 07 types of land cover
are classified: artificial forest (RTN), natural
forest (RTN), paddy area (LUA), urban area
(DDT), rural area (ONT), bare land (DT), and
water system (TH).

The fourth step tested the classification
performed on GEE with fragmented images. A
sample value was taken on the image object with
information from the 6 Landsat image channels

entation i

and the complementary information NDVI,
STRM. Random Forest classification method, a
member of the decision tree classification
algorithm, was selected.

The RF method builds a collection of decision
trees from the data set, to ensure that decision
trees are independent. RF then randomly selects
the observation sample, and randomly selects the
attribute. Each decision tree predicts a result, and
the final result with the highest accuracy is the
one predicted by many decision trees [5], [10].
The classification parameters and the code used
to perform classification on the image object of
the study area are illustrated in Figure 5.
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Figure 5. The code to perform object-based classification

The fifth step assessed the accuracy of
classification products. Assessing the accuracy of
classification data is an important part of
extracting data from remote sensing images, in
order to determine the quality of the classification
results. The reference data used in this study are

The quality of classification data is based on
evaluation criteria determined from the error
matrix. Accuracy evaluation criteria include:
Overall error (OA) determined by the total
number of correct classification points divided by
the total number of points, omission error (OE)
production accuracy (PA), confusion error (CE,
use accuracy (UA), accuracy of each land cover
(F) and finally coefficient K which is a measure
of uniformity accuracy of classification data with
reference data corresponding to the following
formulas:

- (i X | NJxlOO% ®)

9 ‘
Figure 6. Sample dlstrlbutlon for accuracy assessment

random sample points, 100 sample points for
each class. The samples were interpreted and
identified on Google Earth images from 2010,
then entered into the classification system on the
Google Earth engine.
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where N is the total number of samples, t, xii are
the components on the main diagonal, X;.; and
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X1+i are the totals by row and column in the error
matrix, k is the number of land covers.

IV. RESULTS AND DISCUSSIONS

The accuracy of classification results are
evaluated through reference data which are
independent points sampled on 2010 Google

Earth images randomly and evenly spread across
the study area. The error matrix is a symmetric
spatial matrix which allows the comparison of
similarities and differences in properties of
classification products. The reference data and
the error matrix are shown in Table 1.

Table 1.
The error matrix
Paddy Rural Artificial Natural Bare Water Urban
area area  forest forest land system land . CE 3
Paddy area 66 16 4 3 0 0 4 71 290 68
Rural area 12 67 5 1 6 0 9 670 330 67
Artificial forest 8 2 75 12 0 2 0 758 24 754
Natural forest 5 5 16 84 0 0 0 764 23 80
Bare land 4 4 0 0 63 0 23 670 33 64
Water system 1 0 0 0 0 98 0 990 1 985
Urban land 4 6 0 0 31 0 64 610 390 62
PA 66.0 67.0 75.0 84.0 63.0 98.0 64.0
CE 34.0 33.0 25.0 16.0 37.0 2.0 36.0
According to the formula (3) and (8), from the concentrated in the southwest with high

error matrix, the overall error is 73.9% and the
Kappa coefficient is 0.70. As shown in Table 1,
water system land cover is extracted with the
highest accuracy of 98.5% corresponding to the
production accuracy of 98.0% and the use
accuracy of 99.0%. The land cover of bare urban
area has the lowest accuracy of 62.4% with the
omission error of 36.0% and the confusion error
up to 39.0%. Most of the confusion is between
urban area and bare land.

The area and spatial distribution of seven
types of land cover including artificial forest,
natural forest, paddy area, urban area, rural area,
bare land, and water system are shown in Table 2
and Figure 7. The total overall area is 5471.258
km2 (Table 1).

Natural forest is the largest type of land cover,
comprising 3579.968 km2 and accounting for
65.4% of the total study area; this is shown in
dark green in Figure 7. This type of land cover is

mountainous terrain. The area of paddy land
cover ranks second, corresponding to 716.324
km2 and comprising 13.1% of the total study
area; it is shown in yellow. The bare land cover
has the lowest area at 15.651 km2 and accounts
for 0.3% of the total study area.

Table 2.

The land cover area in the study area
No. Land cover Area (km2)
1 Paddy area 716.324
2 Rural area 511.235
3 Artificial forest 228.335
4 Natural forest 3579.968
5 Bare land 15.651
6 Water system 136.625
7 Urban area 283.121

Total 5471.258
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Figure 7. Object-based classification results of the study area on Google Earth Engine. Classification results for the whole
study area (left image), classification results enlarged on Google Earth Engine for a part of the study area (right image)

V. CONCLUSION

This study demonstrates an effective approach
for building land-cover data with Landsat 5
remote-sensing imagery using the object-based
RF classification method on the cloud computing
platform. Compared to commercial software, the
classification based on cloud computing with the
Google  Earth  Engine  produces  rapid
classification results; users can build algorithms
and parameters suitable for different study areas.
However, this method still depends on the speed
of the internet.

The classification results showed seven
categories of land cover including artificial forest,
natural forest, paddy area, urban area, rural area,
bare land, and water system with an overall
accuracy of 73.9% and kappa of 0.70. This level
of accuracy ensures the use of land cover data for
subsequent steps in the analysis.
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